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Resurno 

O trabalho apresenta urna classe de Metodos de Pontos Pro­ 
ximais que generaliza os rne t.odos c l as s i cos do tipo xi+i = 
a:i~fn{J(x) + A; II x - xi 11n, mantendo a propriedade de Fej e r 

monotonicidade em r e Lac ao ao conjunto argmin{J(x)}. 
xER" 

1 Objetivo do Trabalho 
O trabalho originou-se da tentativa de obter uma melhor com­ 

preensao do Metodo de Pontos Proxirnais (MPP) utilizando-se das 
ideias de separadores introduzidas por Eaves e Zangwill [3]. 

o MPP aplicado a Prograrna<;:ao Maternatica pode ser descrito 
como a solu~ao de uma sequencia de problemas da forma 

xi+I = argmin{J;(x) = J(x) + A;r(x,xi)}. 
xERn 

onde a f unc ao r(·,x;) (f unczio de regulariza~ao) e estritamente 
convexa, J(·) e convexa, e por simplicidade, d i f er enc i ave L. e 
(,\;);EN e uma s equenc i a onde O < A;~~. 

Na literatura, veja por exemplo [4], estes metodos sao explo­ 
rados com tres grandes classes de fun~oes de regulariza~ao: ~­ 
di vergencias [ 4 J , d i s t anc i as de Bregman [ 4, 2, 1 J e II x - x; II~ 
[ 4, 5] . A u l tima f uricao induz a propriedade de Fej e r 
monotonicidade, isto e 

\/x· E argmin{J(x)}, II xi+i - x· 112 ~ 11 xi - x· 112. 
xER" 

Inicialmente procuramos responder as questoes: Por que 
· - x; II~? Po r que II· - x; 112 ao .i nv e s de outra norrna geral? 

2 Principais Resultados 
o principal resultado e que o MPP, usando como fun~ao de re- 

qu l.a r i z a ca o <;6(11 - xi 112), converge (com Fej e r monotonicidade) 
se 
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• c/;: A t---t IR+, onde A e um aberto que con t em o IR+; 

• V(<ti(II O 112)) = 0; 
• <ti'(·) e estritamente crescente e continua. 

Mostramos ainda que, dado um convexo B, simetrico em rela~ao 
0 a origem e tal que O E B, e sua norma induzida II · //B, o me t.odo 

tipo MPP com r ecu Lar i z acao II · - J;; //B nao e convergente, mesmo 
no sentido de subsequencias. Por outro lado, com a fun~ao de 
r equ La r i z aoa o II - x; /11+<, \:/i > 0, a conver cenc i a (no sentido de 
sequencia) esta garantida. Tambem, exploramos a rela~ao entre 
Fejer monotonicidade e regulariza~oes baseadas em norma 2. 

3 Perspectivas e Conclus6es 

• Sabe-se da intima liga~ao entre metodos baseados em La- 
grangianos e o MPP (por exemplo veja (4) onde se prova 
que o Metodo de Lagrangianos Aumentados pode ser visto 
como o MPP aplicado ao problema dual e onde tambem ha uma 
redu~ao do ''Metodo de Multiplicadores Exponenciais'' 
de Bertsekas ao MPP com distancias de Bregman). Uma per- 
gunta natural e se e possivel gerar novos metodos ba- 
seados em Lagrangianos a partir da classe de fun~oes de 
regulariza~ao aqui apresentada. 

• A pr6xima questao e aplicar as ideias de separadores ao 
estudo do MPP com distancias de Bregman. 
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