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Resumo

0 trabalho apresenta uma classe de Métodos de Pontos Pro-
xima:j.s que generaliza os métodos classicos do tipo 't =
argg?"{f(z)-+ M || = - 2 |3}, mantendo a propriedade de Fejér

T

monotonicidade em relagdo ao conjunto arygnn{j(rn.
reR™

1 Objetivo do Trabalho
O trabalho originou-se da tentativa de obter uma melhor com-

preensdo do Método de Pontos Proximais (MPP) utilizando-se das
idéias de separadores introduzidas por Eaves e Zangwill [3].
0 MPP aplicado & Programagdo Matematica pode ser descrito
como a solucdo de uma seqiéncia de problemas da forma
%! = argmin{fi(z) = [(z) + Air(z.2")}.
z€ER™
estritamente

onde a fungéo dqu (funcdo de regularizacgédo) é
e

convexa, f(-) é convexa, e por simplicidade, diferenciavel,
(Ai)ien € uma seqiéncia onde 0<:A;§X.

Na literatura, veja por exemplo [4],
rados com trés grandes classes de fungdes de regularizagdo: -
2

divergéncias [4], distancias de Bregman [4, 2, 1] e || z -z |2
[4, 5]. A ultima fung¢do induz a propriedade de Fejér

monotonicidade, isto é

estes métodos sdo explo-

Vz* € argmin{f(z)}, | st —z* |, £ ||z =z |2-
reR™
Inicialmente procuramos responder as questdes: Por que
|-—z |22 Por que ||-—z'|; ac invés de outra norma geral?

2 Principais Resultados

0 principal resultado é que o MPP, usando como func¢do de re-
gularizacdo ¢(|] - — * ||z), converge (com Fejeér monotonicidade)
se
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¢ o: A= R,, onde A & um aberto que contém o Ry ;
* V(o(|| 0]]2)) =0;
® ¢(-) é estritamente crescente e continua.

Mostramos ainda que, dado um convexo B, simétrico em relacado
4 origem e tal que 0 € B, e sua norma induzida || - ||g, o método
tipo MPP com regularizagdo || - — z' || ndo é convergente, mesmo
no sentido de subseqiéncias. Por outro lado, com a funcéo de
regularizacgédo || - — z* ||}*, Ve > 0, a convergéncia (no sentido de
seqiéncia) estd garantida. Também, exploramos a relacdo entre
Féjer monotonicidade e regularizacdes baseadas em norma 2.

3 Perspectivas e Conclusdes

¢ Sabe-se da intima ligacdo entre métodos baseados em La-
grangianos e o MPP (por exemplo veja [4] onde se prova
que © Método de Lagrangianos Aumentados pode ser visto
como o MPP aplicado ao problema dual e onde também ha uma
reducdo do ‘‘Método de Multiplicadores Exponenciais’’
de Bertsekas ao MPP com distancias de Bregman). Uma per-
gunta natural é se é possivel gerar novos métodos ba-
seados em Lagrangianos a partir da classe de funcdes de

reqgularizagdo aqui apresentada.

® A proxima questdo é aplicar as idéias de separadores ao
estudo do MPP com distancias de Bregman.
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