





data that do not require the assumption of multivariate normality of the underly-
ing distribution. Lange, Little and Taylor (1993) suggested an anlytical strategy,
based on maximum likelihood for a general model with multivariate ¢ errors, for
the statistical modeling of data sets involving errors with larger-than-normal tails.
Applications were presented, including repeated measures data. Pendergast and
Broffitt(1985) discussed two robust estimators of the growth curve’s location and
scatter parameters in the general linear model considered by Potthoff and Roy (1964)
based upon M-estimation. In the same line, Singer and Sen (1986) obtained two
types of multivariate M-estimators of the parameter matrix in the standard growth
curve model, via the Potthoff-Roy transformation. They followed Maronna (1976)
to define the M-estimators. The M-estimation procedures try to downweight the
outliers and depend on a tuning constant. Asymptotic distributions of these robust
estimators were presented.

The object of the present article is to suggest a simple robust estimation pro-
cedure based on the median of robustified estimators of the profiles, for the growth
curve models considered by Potthoff and Roy (1964).

In the following section we present the robust method with an application to the
dental study discussed by Potthoff and Roy (1964). Section 3 contains the asymp-
totic results and discusses the use of bootstrap methods to estimate the asymptotic
varjance-covariance matrix of the estimates. Conclusions follow in Section 4.

2. A Median Based Method

Potthoff and Roy (1964) introduced a growth curve mode! based on a general
statistical model which includes as special cases regression models and both univari-
ate and multivariate analysis models. Consider the linear model

Y = XBG +¢ (2.1)

where Y is a N x p matrix of observations on each of N subjects, X isa N x r
between-subjects design matrix of rank r, 4 is a r X ¢ matrix of unknown parameters,
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G is a q x p within subjects design matrix of rank q and ¢ is a N X p matrix of
random errors whose rows are independent with density f, location vector o and
positive definite scatter matrix ).
The transformation
Y*=YAlG(GATIG)! (2.2)

leads to the standard multivariate linear model
Y*=X8+¢" (2.3)

where A is a p x p positive definite matrix.

The least squares estimator of 3 is
Brs = (X'X)IX'Y* = (X'X)'X'YAT\G'(GATIG) (2.4)
and it can easily be seen to be the componentwise average of the profile estimators
Y =v/!A\¢' (a6 (2.5)

where Y, is the i-th row of Y.

The maximum likelihood estimators of 8 and Y, when the rows of ¢ follow a
p-variate normal distribution with mean o and dispersion matrix ¥, were derived
by Khatri (1966):

Bur = (X'X)'X'Y 716G (GS™'G') ! (2.6)
> ue =N = XBurGY (Y - XBu1G) (2.7)

where S = Y'(I - X(X'X)1X")Y.

The presence of outliers in the data set inflates S and has a strong influence in
the estimate (2.6) through the averaging of the profile estimates. This estimation
procedure based on the profile estimates (2.5) can be robustified by letting A be a
robust estimate of the dispersion matrix of ¥;,i = 1,2,..., N, denoted by C, and the



estimator of 8 given by the componentwise median of the profiles estimates. So, the

robustified estimator can be written as

BY =v/c'¢'(Gee) i =1,.., A, (2:8)
B = Median {§®,§®, .., J™} (2.9)
and T =N-YY - XBG)(Y — XBG) (2.10)

Robust estimation of a dispersion matrix was studied by Rousseeuw and Leroy
(1987). We use here the Minimum Volume Ellipsoid estimator (MVE) with maximal
breakdown point. It can be noticed that robustified methods can also be obtained
by using alternative estimators to the least squares, as the L;-method.

A classical example of growth curve given by Potthoff and Roy (1964), and
reanalyzed by Pendergast and Broffitt (1985) and Singer and Sen(1986) consists
of a data set collected by investigators at the University of North Carolina Dental
School. The distance, in milimeters, from the center of the pituitary to the pterio-
maxillar fissure of each of 11 girls and 16 boys at the ages of 8, 10, 12 and 14 years
was measured. The distance is modelled as a simple linear function of time

Yi(te) = a1 + Brte + € (girls),
Ys(te) = ag + Pate + ¢ (boys), £=1,2,3,4.
The following MVE estimate was computed using the program MINVOL: Ver-

sion 1995, kindly provided by Prof. Peter Rousseeuw, whose algorithm is described
in Rousseeuw and Leroy (1987),

5.240 3.928 5.414 5.132

C= 3.668 4.828 4.681
6.744 6.483

7.760

Expressions (2.8) and (2.9) provide the estimates

G =18001 , B, =0.427
Go=17.338 , B,=0.638
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Robust distances based on MVE, obtained with MINVOL, pointed out two out-
lying observations, namely, the ninth and thirteenth boy, also noted by Pendergast
and Broffitt (1985). Nevertheless, the M-methods were not able to sufficiently down-
weight these observations. This was observed by the closer agreement among the
least-squares and M-estimates reported for the boys growth curve:

ag g = 18.697 E2.LS = .784 (least squares)
Gopp =19.274 , By pp = .43 (Pendergast-Broffitt)
ds5s = 18.930 , ,Ez,ss =.745 (Singer-Sen)

3. Asymptotic Results

Let EU) = (ﬁ{j), vy Al(,-")),j =1,2,..., Nx, be the estimator of the j-th profile in-
group k. They are independent vectors with marginal distribution function F; and
density function f;,i = 1,2, ...,p, Ny+Na+..N, = N. Let F,, ;, be the joint distribu-
tion of B and B, j = 1,2...., Niyiy # iz = 1, ..., p 80d Oiy = Fiy,55(65,055) — 1/4,
where 8; is the median of f;.

IfF;,i=1,2,...,p, are continuous and twice differentiable in a neighborhood of ¢;
and & = fi(6:) > 0,i = 1,2,..,p, then the asymptotic distribution of
(VN(BD - 6y, ..., 8% — 6,)) is p-variate normal with mean vector 0 and variance-

covariance rmatrix

1 o2 ]
483 618, T 836y
on 1 i)
2 R= |55, 4 55 (31)
o om 1
| 8,61 Op02 462 |

The derivation of the asymptotic distribution follows Babu and Rao (1988)

closely.



The (i, j)th element of 35 can be consistently estimated using consistent esti-
mates of oy; and &, 5;; and &, respectively, leading to &.-_,-/3}3,-. A direct estimate of
0ij/6:6; can be obtained by the bootstrap method

5:/5:8; = E*[n(6] - 6:)(6} — 85)] (3.2)

where E*® is the expectation under the bootstrap distribution function. The esti-
mator (3.2) is also consistent (see Babu (1986) and Babu and Rao (1988)). For a
bootstrap scheme one can resample whole cases or resample residuals.

Tests of significance based on the medians can be devised as in Babu and Rao
(1988) to compare the growth curves of the r distinct groups.

4. Conclusion

A set of procedures to analyse growth curve models can be obtained by ro-
bustifying traditional methods of growth curve models estimation via the use of a
resistant estimator of the variance-covariance matrix and the median of the profile
estimates. The profiles, on the other hand, can also be fitted by a robust method,
as the L; method. We believe that this procedure can be extended to non-linear
growth curves.
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