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Declining number of northern hemisphere
land-surface frozen days under global
warming and thinner snowpacks
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Freeze–thaw processes shape ecosystems, hydrology, and infrastructure across northern high
latitudes. Here we use satellite-based observations from 1979–2021 across 47 northern hemisphere
ecoregions to examine changes in the number of frozen land-surface days per year. We find
widespread declines, with 70%of ecoregions showing significant reductions, primarily linked to rising
air temperatures and thinning snowpacks. Causal analysis demonstrates that air temperature and
snow depth exert consistent controls on the number of frozen days. A trend-informed assessment
based on historical observations suggests a potential average loss of more than 30 frozen days per
year by the end of the century, with the steepest decreases in Alaska, northern Canada, northern
Europe, and eastern Russia. Scenario-based analysis indicates that each 1 °C increase in air
temperature reduces frozen days by ~6-days, while each 1 cm decrease in snow depth leads to a ~ 3-
day reduction. These shifts carry major ecological and socio-economic implications.

In a typical year, over one-third of the land across the globe undergoes an
abrupt near 0 °C seasonal transition between predominantly frozen and
non-frozen (thawed) conditions1. Freeze-thaw (FT) dynamics refer to these
transitions of the land surface – including the upper soil layer, vegetation,
and any snow cover – typically associated with seasonal temperature fluc-
tuations, which can vary in frequency and timing across regions. FT pro-
cesses are among the defining land-surface characteristics in higher
latitudes. The regional dynamics of FT can physically affect hydrological2,
climatic3, geological4, and ecological5 processes, as well as impact socio-
economic activities such as agricultural productivity, infrastructure stability,
and the cultural and economic livelihoods of northern communities6. FT
dynamics alter the soil density, hydraulic conductivity, and infiltration7–11,
which can impact both surface and sub-surface connectivity and the water,
carbon, and other matter pathways throughout the soil12–17. FT dynamics
affect the energy andwater balance18,19 and land-atmospheric interactions20,
controlling vegetation growth and wildlife, and potentially agriculture and
resource development21–23. In this study, we focus on one keymanifestation
of FT processes – Number of Frozen Days (NF). NF is defined as the total
number of days per year when the land surface is in a frozen state in both
morning (AM)andafternoon (PM)measurements of a givenday.WhileNF

does not capture individual FT events, it serves as a proxy for cumulative
exposure to frozen conditions, which holds ecological and infrastructural
relevance. It is important to note that NF captures only the duration of
surface frozen conditions and does not directly reflect other dimensions of
freeze–thaw dynamics, such as the depth and intensity of soil freezing or the
frequency of within-season freeze–thaw events. Accordingly, NF should be
interpreted as a measure of the satellite-observed surface state rather than
subsurface or permafrost freezing.

The FT influence is generally greater in higher latitude northern
hemisphere ecoregions where the potential growing season is constrained
by an extended annual frozen period24. However, the FT dynamics may be
changing as a consequence of globalwarming,with potential impacts on soil
structure, hydrological regulation, and carbon cycling that underpin key
ecosystem services25. The rate of FT changesmay also bemore intense in the
high northern latitudes due to the polar amplification of global warming26

and the presence of extensive permafrost, which is becoming increasingly
vulnerable to thaw with warmer temperatures and a shorter frozen
season27–29. Hence, it is essential to clarify FT trends and driving factors to
better inform decision-making and mitigate potential negative impacts on
regional ecosystems and human development.
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Although local factors like vegetation, soil organic matter, solar
radiation, and wildfires can influence FT dynamics30–32, at the regional and
continental scale, surface air temperature and snow depth emerge as the
most dominant drivers33–37. Hence, a warming climate can profoundly
impact soil temperature patterns and thedynamics of FT.Air temperature is
widely used in FT studies as a practical and physically meaningful proxy for
surfaceenergybalance, especially over large spatial and temporal scales.This
follows the logic of degree-day approaches commonly applied to snow and
ice melt modeling, where air temperature serves as an integrative indicator
of net radiative and turbulent energy fluxes influencing the frozen state of
the landscape. Rising air temperatures can affect the timing and duration of
FT cycles by shortening the frozen season, deepening the active soil layer,
extending the length of the thaw-period, while leading to permafrost
retreat38,39. Simultaneously, reduced snow depth limits the insulation of the
ground surface,making near-surface conditionsmore directly responsive to
air temperature fluctuations. This increases exposure and vulnerability to
extreme events40,41 while changing the surface albedo and subsequent energy
balance42–44. In addition to thequantity of snow, itsquality, including albedo,
density, and layering, strongly influences the surface energy balance by
controlling both reflectivity and insulation. These factors contribute to the
well-documented non-linear amplification of warming, where small chan-
ges in snow depth and ice cover can produce disproportionately large cli-
mate responses45,46.

It has been well documented that climate change has both greatly
impacted air temperature and snow depth and thus FT dynamics in both
time and space3,47–49. These alterations can shift the timing and the length of
the freezing period, the thickness of the frozen layer, and the frequency of
transitions between frozen and thawed states50,51. Currently, approximately
one-third of the Earth’s land area undergoes seasonal transitions in FT
dynamics, and these transitions are projected to occur more frequently and
to shift in timing in response to future climate change52. Regionally, varia-
tions exist, with more pronounced changes in FT cycles observed at
northern latitudes attributed to the accelerated pace of warming tempera-
tures in those areas53. FTdynamics are commonlymonitored using satellite-
based passive microwave observations, which provide consistent long-term
records andglobal coverage across high latitudes. In this study,weuse sucha
dataset derived from calibrated radiometric brightness temperatures cap-
tured between 1979 and 2021 from four satellite-based passive microwave
sensors: the Scanning Multichannel Microwave Radiometer (SMMR), the
Special Sensor Microwave/Imager (SSM/I), the Special Sensor Microwave
Imager/Sounder (SSMIS), and the Advanced Microwave Scanning Radio-
meter 2 (AMSR2)54. The changes inFTdynamics can cause shifts in regional
phenology, net ecosystem productivity, and other biogeochemical pro-
cesses, with some triggering feedback effects, such as increased greenhouse
gas emissions from thawing landscapes, exacerbating global warming55–57.
The changing FT cycles can further promote permafrost thaw and soil
erosion, impacting human infrastructure, landscape hydrology, and water
quality58,59. Hence, understanding potential changes in FT dynamics under
future climate conditions is crucial for addressing their diverse socio-
economic and environmental consequences and developing adaptive
strategies14,60,61.

Such considerations drive our interest to characterize the effects of
warming temperature and changing snow depth on FT processes across the
global northern hemisphere high latitude (≥45 °N) ecoregions. For this
purpose, we used surfacemeteorological reanalysis data from the European
Centre forMedium-RangeWeather Forecasts - ReAnalysis 5 (ERA5)62, and
the satellite observation-based global landscape FT Earth System Data
Record (FT-ESDR) from the National Snow and Ice Data Center archive
(https://nsidc.org/data/nsidc-0477/versions/5)63. ERA5 provides a con-
sistent, comprehensive surface meteorology data record that includes
detailed snowproperties derived froman advanced Earth systemmodel and
an observational data assimilation system. The FT-ESDR provides a com-
plementary satellite observational record of land surface FT conditions
derived from passive microwave radiometry. The FT-ESDR documents
changes in the predominant frozen or non-frozen condition of the land

surface under nearly all weather conditions, providing a near-continuous
long-term daily freeze-thaw record to assess FT trends and connections to
relevant climate variables over the northern hemisphere53. Despite
increasing attention to FT dynamics, few studies have explicitly examined
the compound influence ofwarming temperatures and thinning snowpacks
on the annual number of frozen days (NF) at a large scale, particularly
through a causal inference lens. NF serves as an integrated indicator of how
frequently landscapes experience freezing conditions within a given FT year
(defined from Sep 1 toAug 31), with implications for vegetation phenology,
soil processes, carbonfluxes, and infrastructure stability. By focusing onNF,
our study captures the frequency of frozen ground conditions across the FT
year, providing insight into how often landscapes experience freezing under
changing climate conditions. While NF does not explicitly represent the
persistenceor duration of individual freeze periods, it serves as an important
proxy for assessing cumulative freezing exposure across northern regions.
Furthermore, by quantifying both the trends and causal drivers ofNFacross
47 northern ecoregions, this work provides insights into how climatic for-
cing mechanisms shape FT functioning in a warming world. The causal
discovery algorithm employed systematically identifies directional depen-
dencies in time series data, making it well-suited for analyzing the complex
interactions between climatic factors and NF. This investigation centers on
changes in the number of days with the frozen state in each year, referred to
as NF hereafter, which represents the total frozen-day count as a proxy for
the broader FT regime. While the FT-ESDR enables detection of daily FT
transitions, we focus specifically on the estimated total number of frozen
days (NF) due to its broader ecological and operational implications,
including impacts onphenological, hydrological, and agricultural processes,
natural resource accessibility, and the stability of infrastructure in cold
regions64–66. We employ causal discovery in parallel to the copula condi-
tionalmultivariate framework67–69 to address threemain research questions:
(1) How are the NF changing over recent decades? (2)What are the leading
causes of these changes? (3)Howwill different levels of change in surface air
temperature and snow depth impact NF across the northern hemisphere
into the near future? This study advances earlier work (e.g., Hatami &
Nazemi33) by scaling up to 47 northern-hemisphere ecoregions, introducing
an integrated causal discovery–copula framework that combines causal
inference with probabilistic modeling, and enhancing the forward-looking
analysis with systematically defined scenarios and a trend-informed extra-
polation. These innovations provide a geographically comprehensive and
methodologically distinct assessment of frozen-day dynamics.

Results and discussion
To assess how FT dynamics have evolved over recent decades, we analyzed
spatial and temporal variations in the number of frozen days (NF), air
temperature, and snow depth across 47 ecoregions in the northern hemi-
sphere from 1979 to 2021. This analysis establishes a baseline for under-
standing the broader changes in NF before investigating their causal
relationships and future projections.

We first examined the long-term average and trends in the variables
under consideration, namely, the annual count of frozen days (NF), air
temperature, and snow depth, spanning the observed period (1979-2021).
Specifically, we investigated the long-term average values (Fig. 1a–c) as well
as the potential trends in the mentioned variables (Fig. 1d–f) over the
observed period in each ecoregion.

Our findings reveal substantial spatial variability in air temperature
trends across the study area. Long-term average annual air temperatures
range from approximately −13 °C to +12 °C across different ecoregions,
with an overall mean of 0 °C. Notably, nearly 85% of the ecoregions
experience significantly increasing temperature trends, while in the
remaining 15%, the annual average air temperature increase is not sig-
nificant (p < 0.05). The rate of warming air temperature, where trends are
significant, is generally higher for ecozones located in higher latitudes,
consistent with the well-documented pattern of amplified warming in
northern regions70. The long-term average snow depth over the studied
ecoregions ranges from 0.5 cm to above 25 cm, with an average of 15 cm.
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Over 85% of the ecoregions exhibit significant decreasing trends in annual
average snow depth, 13% show insignificant decreases, and 2% display no
considerable changes. The observed snow depth reductions are consistent
with studies finding thinner snowpacks due to warmer climates71.While we
use annual average snow depth as a tractable, large-scale indicator in this
study, we note that more commonly reported snowmetrics include annual
maximum depth, cumulative snowfall, or snow-cover duration. Never-
theless, annual average depth has been employed as a meaningful proxy in
large-scale cryosphere studies, as it integrates information about both snow
accumulation and persistence (e.g., ref. 33,71–75). Including this metric
allows for consistent comparisons across ecoregions and years, andprovides
an interpretable signal of broad-scale snowpack trends, even if it does not
fully capture the range of snow dynamics observable at daily scales. Finally,
the long-term average NF exhibits a wide span, fluctuating from 30 to
250 days, with an average of 120 days. Nonetheless, the trend analysis
indicates a significant decrease in NF in more than 70% of the ecoregions,
whereas the remaining 30% exhibit statistically insignificant decreasing
trends. These findings emphasize the imperative of addressing the changes

in FT dynamics under a warming climate.NF spatial and temporal patterns
represent the patterns of satellite-observed surface freeze–thaw state and
should not be interpreted as subsurface soil or permafrost freezing. While
surface and shallow soil temperatures often align in cold, snow-sparse
regions, thick or persistent snowpacks can insulate the soil and decouple it
from surface freeze signals. Therefore, NF is best viewed as an indicator of
cumulative surface frozen exposure rather than of soil freeze depth or event
frequency.

We also investigate the influenceof air temperature and snowdepth on
NF using the PCMCI+ causal discovery algorithm, which is a statistical
framework designed to infer directed dependencies based on temporal
ordering and conditional independence tests – see Fig. 2. The PCMCI+
framework enables the identification of statistically directed relationships
rather than simple correlations, distinguishing direct effects from indirect or
mediated ones. While we acknowledge the seasonality of FT cycles, we use
annual aggregates to ensure comparability between variables and across
years. Annual aggregation helps smooth out fluctuations and regional dif-
ferences in seasonal timing, making it possible to systematically assess long-

Fig. 1 | Long-term average and trends of air temperature, snow depth, and
number of frozen days (NF) across northern ecoregions (≥45° N) from
1979–2021. a–c show the long-termmean annual air temperature, snow depth, and
NF, while d–f display the corresponding temporal trends for each ecoregion. Red

and blue color codes show the respective positive and negative long-term averages or
trends. White color denotes masked grid cells (e.g., open water and glacierized or
sea-ice covered regions), and gray color shows areas with no significant trends
indicated.

Fig. 2 | Causal relationships between the number
of frozen days (NF) and its climatic drivers across
northern ecoregions. a and b show the statistically
inferred causal links between NF and air tempera-
ture, and between NF and snow depth, respectively.
The blue and red color codes represent the negative
and positive causal relationships, respectively.
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term trends and interdependencies in a consistent way. This is particularly
important when applying multivariate statistical and causal discovery
methods, which benefit fromuniform temporal granularity across variables.
Similar frameworks have been effectively applied in previous studies to
assess climate impacts on FT dynamics and cold-region processes33,76.
Looking at the causal link between the annual air temperature and NF
(Fig. 2a), there are significant causal strengths between the mentioned
variables in almost all ecoregions of the northern hemisphere. The causal
effect strength ranges from−0.1 to−0.9, with an average of−0.7 across all
ecoregions. Considering the causal link between the annual snowdepth and
NF (Fig. 2b), we observe greater variability in the results among ecoregions.
As noted above, NF reflects the satellite-observed surface freeze–thaw state,
while snowdepth is used here as a driver variable. The causal effect strength,
in this case, ranges between−0.2 to 0.7. Nevertheless, in more than 79% of
the ecoregions, the causal effects between NF and snow depth surpass the
significance threshold.

The causality test provides valuable insights into the climatic variable
impact (air temperature, snowdepth, or both) onNFwithin each ecoregion,
serving as a foundation for designing the copula structure. These values
indicate relative statistical influence and should not be interpreted as phy-
sical units. Although some previous studies addressed the interrelationship
between air temperature and NF77, snow depth and NF76, and in some rare
cases air temperature, snow depth, and NF33, they mainly focused on the
correlation between thementioned variables without considering the causal
effects.

Having the causal relationship between air temperature, snow depth,
and NF, themultivariate statistical approach is calibrated over the observed
period. This approach also allows for projections of future changes in NF,
considering the compound changes in air temperature and snow depth. In
our case, we evaluate two possible future projections using 1000 runs of
bootstraps of the statistical multivariate copula. (1) First, we consider a
“linear extrapolation,” in which future air temperature and snow depth
changes are assumed to proceed at the same rate as the observed period
(1979–2021). These trends are obtained using theMann-Kendall trend test
and Sen’s slope estimator. Then, using the expected changes in air tem-
perature and snow depth by the end of the century, the future NF is pro-
jected using copula models. (2) Building upon the range of projected
changes in climatic variables derived from the linear extrapolation
approach, we characterize the impacts of different levels of change in air
temperature and snow depth on NF by systematically evaluating a set of
scenarios. By systematically considering these scenarios, we gain a deeper
understanding of the interrelationship between air temperature, snow
depth, and NF, both in historical contexts and in anticipation of future
climatic shifts within the ecoregions. We acknowledge that linear extra-
polation cannot fully capture thenon-linear dynamics of the climate system,
specifically at higher latitudes, where polar amplification and strong feed-
back processes (e.g., snow and ice albedo, permafrost thaw) play important

roles. Our approach should therefore be interpreted as a first-order
approximation, providing directional insights rather than precise projec-
tions. These trend-informed estimates are broadly consistent with CMIP6
and IPCC projections showing continued reductions in frozen-season
duration across northern latitudes but should be viewed as complementary,
data-driven benchmarks rather than model-based forecasts.

Based on the “linear extrapolation” results, air temperatures are pro-
jected to rise by valuesbetweenapproximately1 °C to7 °Cwith anaverageof
~3 °C by the end of the century (Fig. 3a).Moving from southern to northern
ecoregions, the rate of warming intensifies, where northern Canada and
Alaska experience the highest annual air temperature increase. Projected
snowdepth changes range from0 cm(no change in annual snowdepth) to a
6 cm decrease by the year 2100 (Fig. 3b), with varying patterns across
different ecoregions. The future change in NF is then projected under the
mentioned air temperature warming and thinning snow depth in each
ecoregion using the calibrated copula models (Fig. 3c). The future NF is
expected to decrease by approximately 2 to more than 75 days, with an
average reduction ofmore than−30 days across the studied ecoregions. It is
worth mentioning that this value should be interpreted as an approximate
benchmark of potential magnitude, given the simplicity of the linear
extrapolation and theomissionofnon-linear feedback.The greatest declines
in NF occur in Alaska, northern Canada, northern Europe, and eastern
Russia. The lower NF due to warming air temperatures and thinner
snowpacks can impact the timing and length of phenological, hydrological,
and agricultural processes66, influence the accessibility tonatural resources78,
and impact the infrastructure stability and maintenance costs28 over the
northern hemisphere. More intensified declines of NF in higher latitudes,
e.g., Alaska, northern Canada, and Russia, hold substantial implications,
especially concerning its role in the bearing capacity of roads in northern
latitudes and the prolonged and intensified release of greenhouse gas
emissions due to permafrost degradation79,80.

To better understand the climate control onNF,we consider additional
scenarios of individual and compound changes in air temperature and snow
depth.Weevaluate the impacts onNFbycombining incremental changes in
air temperature (0 °C to +6 °C, sampled every 2 °C), and thinning snow
depth (-6 cm to 0 cm, sampled every 2 cm). This configuration results in 25
combinations of scenarios, under which NF is projected under different
levels of change in each variable. We complement these scenario surfaces
with a trend-informed extrapolation to the end of the 21st century, which
provides a first-order benchmark not included in earlier studies. Figure 4
presents the results of this analysis. The dotswithin each boxplot display the
results for specific ecoregions, while larger circles represent the mean for
each boxplot. The lines between the boxplots connect the mean values. The
boxplots in the Fig. 4a panels show the response of NF to known air tem-
perature changes while the snow depth is shifting from 0 cm to -6 cm. The
results for known snow depth changes under increasing air temperatures of
0 °C to+6 °C are displayed in Fig. 4c. Figure 4b, d show the lines connecting

Fig. 3 | Projected future changes in air temperature, snow depth, and number of
frozen days (NF) across northern ecoregions by the end of the century. a and
b show projected changes in annual mean air temperature (T, °C) and snow depth

(SD, cm) derived from the “linear extrapolation”, while c illustrates the corre-
sponding projected change in NF (days). The red and blue colors show increasing
and decreasing changes, respectively.
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the mean values of boxplots under each scenario. The slope of formed lines
provides insight into the relative impacts of air temperature and snowdepth
on NF.

Looking at the expected change in NF under constant air temperature
conditions (Fig. 4a), the wider interquartile ranges under thinner snow
depth conditions show higher variability inNF response to increasing snow
depthreductionacrossdifferent ecoregions. For instance, in thefirst panel of
Fig. 4a, under the scenarios of no change in air temperature, different
ecoregions experience a range of 32 days (the width of the interquartile
range) under 2 cm thinner snow depth. However, the width of the inter-
quartile range increases to more than 50 days under a 6 cm decline in snow
depth. Such increases in NF variability under thinner snow conditions
suggest that a uniform decrease in snow depth can have very different
impacts across regions. This is because snow influences the surface energy
budget inmultiple, location-dependentways. For instance, in lower-latitude
ecoregions where winter sunlight is relatively strong, a thinner snowpack
reduces surface albedo and allows more solar energy to be absorbed by the
ground, leading to greater surface warming and thus a larger change in NF.
In higher-latitude or colder ecoregions, however, snow’s primary role is as
an insulator that limits heat loss from the ground during winter51. Con-
sidering constant snow depth conditions (Fig. 4c), on the other hand, the
width of the interquartile range is almost the same under different levels of
warming temperature, with less than seven days of difference inmost cases.
Finally, we compare the slope of the lines for constant air temperature
conditions (Fig. 4b; lines indifferent shades of red) and constant snowdepth
conditions (Fig. 4d; lines in different shades of purple). The steeper slope of
constant snow depth conditions scenarios (average of ~-6 days/°C) com-
pared to the gentler slope for constant air temperature conditions (average
of ~−3 days/cm) highlights higher sensitivity of NF to warming tempera-
ture, compared to changes in the snow depth. It is worth noting, however,
that snow depth is closely linked to temperature and should be understood
as a modifying factor that mediates the influence of warming on NF. This
interpretation is supported by our causal discovery results, which identify

temperature as the dominant driver (T→NF) and snow depth primarily as
a conditional mediator (T→ SD→NF), while still allowing for pro-
nounced regional effects. Therefore, while our results show that NF is
generally more sensitive to air temperature increases than to snow depth
changes, it is important to recognize that changes in snow depth can still
have pronounced local effects on NF due to the varying energy-budget
interactions of snow in different climates. This framing aligns with broader
cryosphere feedback processes. Just as temperature-induced declines in
northern latitude sea ice or snow cover amplify warming through reduced
albedo and altered heat exchange45,46,81,82, declining snow depth in our study
should be viewed as a temperature-driven factor that feeds back ontoNF. In
other words, temperature initiates changes in bothNF and snow depth, and
snow depth modulates how strongly these changes manifest in frozen-day
counts.

Conclusion and Further Remarks
Climate change can significantly impact the annual accumulation of frozen-
days, one of themost important characteristics of freeze-thawprocesses and
a key component of the cryosphere in northern regions. Changes in FT
dynamics can impact regional hydrology, phenology, and land-atmospheric
interactions and affect socioeconomic activities such as agriculture and
design, construction, and operation of infrastructure. A key emerging
question is: How are FT processes changing, and to what extent does this
environmental indicator respond to a changing climate? Air temperature
and snow depth are identified as major climatic controls on FT dynamics.
Our investigation centers on changes in the annual count of frozen days
(NF) due to its substantial implications for environmental processes and
socioeconomic activities. Our study interprets NF strictly as a measure of
surface frozen conditions, and we caution against equating it with sub-
surface soil freeze or permafrost dynamics. We characterize NF vulner-
ability to changing climate (i.e., due to warming temperature and thinning
snowdepth) acrossmore than 47 ecoregions covering the higher latitudes of
the northern hemisphere. To address this, we apply an integrated causal

Fig. 4 | Scenario-based analysis of the response of the number of frozen days (NF)
to changes in air temperature and snowdepth. a and c show theNF response under
constant air temperature (0 to +6 °C) and constant snow depth (–6 to 0 cm) con-
ditions, respectively. b and d display the corresponding average NF values for each
scenario. Red lines and shading represent NF responses under warming air

temperature conditions, while purple lines and shading represent responses under
thinning snow depth conditions. The slopes of the lines indicate the relative sensi-
tivity of NF to air temperature and snow depth changes across ecoregions. Box plots
show the distribution of NF responses, where the pink shaded band spans the
interquartile range and the gray shaded band shows the ±1 standard deviation (SD).
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discovery and copula framework. Together with the expanded hemispheric
scope, this approach provides important insights into both the primary role
of temperature and the modifying influence of snow depth on NF across
diverse ecoregions.

Although the annual average air temperature fluctuated greatly over
the observed period (1979–2021), all ecoregions experienced warming, and
in 85% of ecoregions, the increasing air temperature trends are significant.
The average annual snow depth also varied considerably in different ecor-
egions, where the snow depth decreased significantly in more than 85% of
the ecoregions. These changes correspond to a general decrease in NF over
the observed period. As demonstrated, the studied ecoregions show a
declining NF, with 70% significant trends observed throughout 1979–2021.
The correspondence between the trends of NF and the compound changes
in air temperature and snow depth highlights the necessity of addressing
alterations in FT dynamics in response to shifting climatic conditions.

Analyzing the causal relationship between air temperature/snowdepth
and NF reveals a significant and consistent causal link in almost all ecor-
egions. The causal-effect strength between the annual air temperature and
NF is significant across all ecoregions, with an average of approximately
−0.7. Conversely, the causal links between annual snow depth and NF
exhibit greater variability across ecoregions, ranging between−0.2 and 0.7.
Nevertheless, over 79% of ecoregions demonstrate statistically significant
positive causal connections between snow depth and NF. These findings
offer valuable insights into the predominant climatic factors (air tempera-
ture, snow depth, or both) influencing NF within each ecoregion.

We also projected futureNFchanges, considering both air temperature
and snow depth alterations with two approaches being used. The first
approach is based on “linear extrapolation” of historical trends, while the
second systematically evaluates scenario-based combinations of changes in
air temperature and snow depth, providing insights into the climatic con-
trols on NF across ecoregions. Under the “linear extrapolation” approach,
average annual air temperatures are projected to rise substantially by the end
of the century, based solely on observed historical trends. The rate of air
temperature warming intensifies from southern to northern ecoregions,
with northern ecoregions experiencing the highest increase. Using a similar
analysis, annual snow depth is anticipated to decrease overall. By using our
casual relationships, the projected changes will result in an average NF
reduction of about 30 days across ecoregions. The most pronounced
declines in NF are expected in Alaska, northern Canada, northern Europe,
and eastern Russia. We acknowledge that linear extrapolation cannot cap-
ture non-linear dynamics of the Arctic climate system, including polar
amplification and snow-albedo feedback. Our projections should therefore
be viewed as a first-order statistical benchmark.

The scenario-based analysis of air temperature and snow depth
changes shows that air temperature changes have amore pronounced effect
on NF compared to changing snow depth. This analysis also showed a
higher variability of declines in NF under thinner snow depth conditions,
while the NF is more uniformly decreased under warming air temperature
scenarios over different ecoregions. The higher sensitivity ofNF towarming
air temperatures compared to thinner snow depth conditions provides
important insights into the FT dynamics in the context of ongoing and
future climate shifts. The reality is that as we extrapolate, snow depth may
reach a tipping point threshold, where its influence onNF becomes limited.
However, it shouldbenoted that the influenceof snowdepthonNFcanvary
by location. A given reduction in snowdepthmay have a larger effect onNF
in some ecoregions than in others due to differences in snow’s role in the
surface energy budget (reflective cooling versus insulating warmth). Thus,
while warming temperature is the dominant driver of NF changes overall,
local energy-budget considerations mean that snow depth changes remain
an important factor in certain regions. In other words, the snow depth
influence is best understood as conditional on temperature, through albedo
and insulation effects, rather than as an independent forcing. Although
surface radiation was not explicitly modeled here, temperature serves as an
effective proxy for net radiative and turbulent fluxes influencing surface
energy balance, and thus implicitly captures much of the radiative control

on NF. It is also important to note that NF dynamics vary with latitude. As
latitude increases, the prevalence of permafrost, ground ice, and cryosphere
feedbacks becomes more pronounced, amplifying or modifying NF
responses compared to lower-latitude boreal regions.

The proposed methodology enables assessment of compound effects
arising from changes in various environmental variables across different
spatial and temporal scales at a global extent. However, it is crucial to
recognize the potential sensitivity of our findings to data availability and
quality, encompassing freeze-thaw and hydroclimatic data, and necessi-
tating a rigorous examination of relative accuracy and uncertainty. This is
particularly true when focusing on local impacts. Moreover, when inter-
preting the results, considering the uncertainty of ERA5 snow-related
datasets, such as snow depth, in mountainous regions is of great
importance74,83. Consequently, tomitigate the diminished accuracy of ERA5
and accurately capture the local climate processes governingFTdynamics in
mountainous regions with complex terrain, additional analysis at the
regional scale is imperative, utilizing reliable, high-resolutiondata84. It is also
important to note that while we focused on snow depth as a large-scale,
tractable metric, other snow properties, such as albedo and density, exert
strong control over both thermal reflectivity and insulative capacity. These
additional characteristics may explain part of the variability we observe
across ecoregions and should be considered in future investigations. Future
studies could also complement our findings by examining other commonly
used snow metrics, such as annual maximum snow depth or snow-cover
duration, to provide additional perspectives on snowpack changes. Simi-
larly, while NF provides a simple and tractable proxy for large-scale
freeze–thaw dynamics, it does not capture the timing and intensity of
individual events. NF should therefore be viewed as a complementary
metric that offers a consistent global perspectiveon frozenconditions,which
can be enriched in future studies by integrating event-levelmeasures such as
freeze–thaw frequency, soil freeze depth, or transition timing. Finally, we
encourage researchers to include the probable impacts of physical char-
acteristics, such as vegetation type, soil type, elevation, and slope, to inves-
tigate climate control on FTprocesses. Beyond its generic utility and a global
view, our methodology highlights the asymmetry, nonlinearity, and spatial
variability of FT dynamics responses to changing climate conditions on a
global scale. Understanding landscape responses to changing freeze and
thaw cycles holds important implications, from the risk posed to aging
community infrastructures to the regional potential for agriculture and
natural resourcedevelopment to theprofoundenvironmental consequences
stemming from accelerated permafrost degradation and associated carbon
emissions. Addressing these challenges requires integrated and inclusive
approaches underpinned by reliable observations and sound scientific
knowledge. Building on this foundation, future work could benefit from
integrating more sophisticated Earth System model projections (e.g.,
CMIP6)of air temperature and snowdepth intoourmultivariate copula and
causal discovery framework, allowing non-linear cryosphere feedback to be
captured more realistically. This would enhance the robustness and policy
relevance of our findings and enable direct, high-confidence comparisons
with widely used IPCC-compliant climate scenarios. Such integration
would also facilitate direct comparison with IPCC-based projections, rein-
forcing the complementary nature of our empirical approach.

Data
The study area encompasses a total of 47 ecoregions across the higher
latitudes (≥45° N) of the northern hemisphere85. These ecoregions were
selected based on the Terrestrial Ecoregions of the World (TEOW) classi-
fication system, which categorizes regions with distinct climate, vegetation,
and ecological characteristics85. This classification provides a consistent
framework for studying climatic and environmental processes across
diverse landscapes.The chosen ecoregions represent awide rangeof climatic
and environmental conditions, fromboreal forests to tundra andpermafrost
zones, ensuring a comprehensive assessment of FT cycle variations. To
maintain focus on terrestrial freeze–thaw dynamics, grid cells correspond-
ing to open water, glaciers, or sea-ice regions weremasked, as their physical
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processes differ fundamentally from land surfaces and are not directly
comparable toNFmetrics.We extractedmonthly air temperature and snow
depthdata fromERA5 from1979 to2021.TheERA5 reanalysis has a 0.25°×
0.25° grid resolution and shows superior performance in accurately repli-
cating observed station data when compared to other global reanalysis
products74,86. The ERA5monthly air temperature and snowdepth data were
thenaggregated to obtain yearly (September–August) values over the study
period.

We also used the long-term satellite observational record of FTderived
from the FT-ESDR54. The global FT-ESDR is derived from satellite micro-
wave radiometric brightness temperature (TB)observations that capture the
predominantdaily freeze or thaw status of the landscape from localmorning
(AM) and afternoon (PM) satellite overpasses extending from 1979 to 2021
and mapped to a 25 × 25 km² resolution global grid53. The FT state is
determined using a modified seasonal threshold algorithm, identifying FT
transition sequences from the daily brightness temperature (TB) time series.
ERA5 surface air temperature records are then used to calibrate the TB
threshold between frozen and thawed conditions in the modified seasonal
threshold algorithm. The FT-ESDR distinguishes up to four daily FT
categories, including frozen (both AM and PM), non-frozen (both AM and
PM), transitional (AM frozen and PM thawed), and inverse transitional
(AM thawed and PM frozen) states. The FT-ESDR is primarily sensitive to
land surface FT conditions as defined frommoderate frequency (~37 GHz)
TB observations, but is also an indirect indicator of FT in vegetation, snow,
and soil layers87,88. It reflects the dielectric properties of the surface layer
(snow, vegetation, and near-surface soil) as detected by microwave radio-
metry, indicating whether liquid water is frozen or thawed. Importantly, the
FT-ESDR does not directly measure deeper soil freeze or permafrost con-
ditions but rather provides an integrated indicator of surface state.
Accordingly,NFderived fromFT-ESDR should be interpreted as ameasure
of surface frozen conditions, not of soil-freeze depth or permafrost state. To
ensure consistency between datasets, the ERA5 and FT-ESDR products
were brought to a common spatial grid using a k-nearest neighbor inter-
polation scheme, which estimates values based on distance-weighted
averages of surrounding grid points.

Using this dataset, we derive the annual (September–August) count of
frozen days (Number of Frozen days; NF hereafter). Within the northern
hemisphere domain the period between September and August encom-
passes a complete winter cycle of frozen conditions bounded by pre-
dominantly thawed conditions in summer and transitional FT conditions in
spring and fall77,89. As demonstrated by previous research,NFhas important
implications for environmental processes and civil infrastructure90,91. For
example, changes inNF can profoundly impact vegetation growth duration,
directly affecting agricultural activities92. Additionally, these changes can
contribute to increased greenhouse gas emissions due to permafrost
thawing93. As the copula methodology is sensitive to the existence of auto-
correlation, air temperature, snow depth, and NF data are analyzed to
investigate the presence of autocorrelation, and the grids with significant
autocorrelation are excluded from our analysis.

Method
To examine potential trends in the annual count of frozen days (NF), air
temperature, and snow depth, we use the statistical methods of Mann-
Kendall and Sen’s Slope estimator. The Mann-Kendall test is employed to
assess the significance of trends, while Sen’s Slope estimator is utilized to
determine the rate of change. The significance of these trends is determined
by examining the associated p-value,which is set at a thresholdof 0.05 in this
study. Moreover, we employ a causal discovery approach94–96 to investigate
the influence of air temperature and snow depth on NF in different ecor-
egions across the higher latitudes of the northern hemisphere (≥45°N).
Here, the term ‘causal’ is used in the statistical sense, referring to directed
dependencies inferred from conditional independence tests and temporal
ordering, anddoesnot implydirect physical causation.To ensure that causal
relationships are not confounded by long-term trends and shared external
influences, we linearly detrended all variables prior to assessing causality.

This prevents spurious correlations that may arise from common trends
rather than direct causal links94,95,97. Non-climatic factors can also influence
NF, including soil organic matter, solar radiation, and disturbances such as
wildfires. In this study, however, we focus exclusively on the climatic con-
trols of NF, as they explain most of its variability.

Specifically, we investigated the causal effects of air temperature and
snowdepth onNF. In the causal discovery approach, the initial step involves
constructing a directed acyclic graph (DAG) to reveal the causal relation-
ships among the variables under consideration. This graphical representa-
tion elucidates the causal structure of the system, with nodes representing
variables and directed edges denoting causal connections. PCMCI+ has
been increasingly applied in hydrology and climatology for causal inference,
particularly in disentangling complex dependencies in climate and envir-
onmental systems94,98–100. We employ the PCMCI+ algorithm for DAG
construction97. This algorithm begins with a fully connected graph and
iteratively assesses the removal of links between variables, considering
expanding sets of conditions (Supplementary Fig. 1). The PCMCI+ algo-
rithm outperforms traditional correlation analysis by identifying linkages
that correlations may miss101. Moreover, it is particularly effective at
accounting for common drivers and detecting indirect links, setting it apart
from other causal discovery approaches such as Granger causality95.

In practical terms, PCMCI+ first identifies potential links based on
conditional independence tests and then quantifies their statistical strength.
“Causal strength” here refers to a normalized, dimensionless test statistic
(ranging from 0 to ±1) that reflects the relative influence of one variable on
another in the time series, rather than a physical rate or mechanistic cause.
To distinguish direct and indirect influences among variables, PCMCI+
tests conditional independencies across time lags to recover directed
dependencies among air temperature, snow depth, and NF. This enables us
to identify both direct (e.g., T→NF) and mediated effects (e.g., T→

SD→NF), while ensuring that snow depth is modeled conditional on
temperature. In this way, snow depth is represented as a modifying factor
rather than an entirely independent driver, though the algorithmstill detects
significant causal contributions where present.

The causal discovery algorithm comprises two key stages. First, it
employs the PC1, a Markov set discovery algorithm derived from the PC-
stable algorithm102, to eliminate irrelevant conditions for each variable
through an iterative process of independence testing. In this phase, linear
partial correlation is employed for conditional independence testing, with a
significance level of 0.05, ensuring that only relevant conditions are retained
in the analysis. In the second stage, the momentary conditional indepen-
dence (MCI) test leverages the conditions identified in the previous step to
infer the causal connections. While the primary goal of the PCMCI+
algorithm is to identify the causal graph, theMCI test statistics alsoprovide a
precise measure of normalized causal strength (CMI, conditional mutual
information), ranging from 0 (weakest) to ±1 (strongest. This facilitates the
interpretation of the identified links. Thismeasure enables the assessment of
the strength of causal relationships among variables103. A Python software
tool is used to estimate the causal network to execute this process; it is
provided at: https://tocsy.pik-potsdam.de/tigramite.php.

We describe the joint dependencies between detrended NF (NFt), air
temperature (Tt), and snow depth (SDt) using multivariate copulas.
According to Sklar’s theorem, if we denote the marginal cumulative dis-
tribution functions (CDFs) ofNF, air temperature (T), and snowdepth (SD)
as F1 NFt

� �
, F2 Tt

� �
, and F3 SDt

� �
, respectively, then we can express the

joint dependency structure, F NFt ;Tt ; SDt

� �
, using the trivariate copula

function (C), as follows104:

FðNFt;Tt ; SDtÞ ¼ CðF1 NFt
� �

; F2 Tt

� �
; F3 SDt

� �Þ ð1Þ

Based on empirical characteristics, several potential probability dis-
tributions are assessed to determine the most appropriate parametric dis-
tribution, considering the Bayesian Information Criterion. We employ a
canonical vine (C-vine) copula to construct the probabilistic model. This
d-dimensional C-vine structure combines bivariate copula pairs arranged
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into (d-1) trees, allowing for the possibility that each bivariate pair may
belong to distinct parametric families.

Using the C-vine copula, the joint distribution between the studied
variables can be described as:

f NFt ;Tt; SDt

� � ¼ f 2 Tt

� �
f 3j2ðSDt jTtÞf 1j2;3ðNFt jTt ; SDtÞ ð2Þ

where the marginal PDFs are shown by f :ð Þ. The conditional distributions
can be estimated as105:

f 3j2ðSDt jTtÞ ¼
f SDt;Tt

� �

f Tt

� � ¼ c2;3 F2 Tt

� �
; F3 SDt

� �� �
f 2 Tt

� �
f 3 SDt

� �

f 2 Tt

� �

¼ c2;3 F2 Tt

� �
; F3 SDt

� �� �
f 3 SDt

� �

ð3Þ

and

f1j2;3ðNFtjTt ; SDtÞ ¼
f NFt ; SDtjTt

� �

f SDtjTt

� � ¼ c1;3j2 F NFtjTt

� �
; F SDtjTt

� �� �
f NFt jTt

� �
f SDtjTt

� �

f SDtjTt

� �

¼ c1;3j2 F NFt jTt

� �
; F SDtjTt

� �� �
c1;2 F1 NFt

� �
; F2 Tt

� �� �
f 1 NFt

� �

ð4Þ

where cð�Þ is the 3-dimensional copula density106. As a result, the three-
dimensional joint density can be represented in terms of bivariate copulas as
follows:

f NFt ;Tt ; SDt

� � ¼ f 1 NFt

� �
:f 2 Tt

� �
:f 3 SDt

� �
:c2;1:c2;3:c1;3j2 ð5Þ

where c2;1, c2;3 and c1;3j2 are the densities of bivariate pairs. c2;1 and c2;3 are
c2;1ðF2 Tt

� �
; F1 NFt

� �Þ and c2;3ðF2 Tt

� �
; F3 SDt

� �Þ. c1;3j2 are the conditional
pairwise copulas between F1 NFt

� �
and F3 SDt

� �
conditional to F2 Tt

� �
, i.e.,

c1;3j2 F1 NFt

� �
; F3 SDt

� �jF2 Tt

� �� �
. Importantly, this structure explicitly

considers the conditional dependence of snow depth on temperature,
through the term f 3j2ðSDt jTtÞ. In other words, snow depth is not treated as
fully independent of temperature, but rather as a modifying factor whose
probability distribution is conditioned on temperature when modeling its
influence on NF. The analysis is conducted in CRAN R with packages
VineCopula, CDVine, and copula107–109.

To quantitively measure the interdependence between NF, T, and SD,
we use Kendall’s τ dependence coefficient. Kendall’s τ is a non-parametric
dependence test with the empirical formulation:

τX;Y ¼ nc � nd
n
2

� � ð6Þ

where nc and nd are the number of concordant and discordant pairs,
respectively and X and Y are the pair of random variables110. The sig-
nificance of the dependence is evaluated by a formal p-value associated with
Kendall’s τ dependence coefficient. In this study, p-value = 0.05 is
considered as the threshold of meaningful dependence.

We evaluated the performance of the copulamethodology in capturing
the observed interdependencies between involved variables, i.e., NF, air
temperature, and snow depth. For this purpose, we first identify the inter-
dependencies between NF and air temperature (τNF;T ), and NF and snow
depth (τNF;SD) using the observed values and then evaluate the effectiveness
of ourmultivariatemodel in capturing these observed interconnections.We
randomly generate 1000 sets of variables of the same size as the observed
data in each ecoregion. Subsequently, we calculate the value of Kendall’s τ,
which quantifies dependence, using the simulated pairs. The simulated
range is then compared with the observed values, enabling us to gauge the
copula model’s efficacy in accurately representing the observed dependen-
cies – see Supplementary Fig. 2. The boxplots show the range of simulated
dependencies τNF;T (Supplementary Fig. 2a) and τNF;SD (Supplementary
Fig. 2b), while the blue and red dots show the observed values. Considering

the interrelationships among hydroclimatic variables and NF at an annual
scale,we observe an average relative error of less than 7%when representing
Kendall’s τ for all ecoregions.

We also validate the performance of the copula methodology in cap-
turing the time series ofNFby comparing the simulatedNFgeneratedby the
copulamodels drawing on air temperature and snowdepthdata fromERA5
to the observed NF values obtained from the FT-ESDR over the testing
phase (2001–2010) – see Supplementary Fig. 3. For this purpose, we show
the range of errors in 1000 sets of simulated NF across each of the 47
ecoregions studied over the northern hemisphere (Supplementary Fig. 3a).
In Supplementary Fig. 3b, we further show the mean error in simulated NF
in the testingphase across the studied ecoregions. Basedon theobservations,
the error in simulated NF over the observed period is less than 5 days in
more than 75% of the considered ecoregions.

Data availability
The datasets used and analyzed in this study are derived from publicly
available sources. The FT data is obtained from the Global Freeze/Thaw
Earth SystemDataRecord (FT-ESDR), accessible via theNational Snowand
Ice Data Center (NSIDC) (https://nsidc.org/data/nsidc-0477/versions/5).
Themeteorological variables, including air temperature and snowdepth, are
sourced from the ERA5 reanalysis dataset provided by the EuropeanCentre
for Medium-Range Weather Forecasts (ECMWF) (https://doi.org/10.
24381/cds.f17050d7). Simulated NF data in this study is available at
https://doi.org/10.17605/OSF.IO/97CVX.

Code availability
No custom code was developed for this study. The causal network analysis
was performed using the Python-based Tigramite package (https://tocsy.
pik-potsdam.de/tigramite.php). Additional statistical analyses were carried
out inMATLAB (R2023a) andCRANRusing standard packages, including
VineCopula, CDVine, and copula107–109.
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