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Abstract

The Pierre Auger Observatory consists of 1660 water-Cherenkov detectors (WCDs) and 27 fluorescence
telescopes, covering a surface of 3000 km  in the province of Mendoza, Argentina. After almost two
decades, Auger Phase I has ended the data taking and has already delivered many outstanding physics
results. The Auger Observatory is currently running in Phase II, with upgraded detectors for enhanced
data of ultra-high-energy cosmic rays (UHECRs). During Phase I, several engineering detectors were
developed and tested. Some of those developments led to new detectors, which are now part of the
upgraded Observatory. For Phase II, the WCDs were upgraded with a surface-scintillator detector, a
radio detector, a small photomultiplier, and an upgraded electronics board, facilitating mass-sensitive
measurements for source identification of UHECRs. Moreover, an underground muon detector allows for
a direct measurement of the muon content of air showers. The Offline framework is the main software for
the event reconstruction and detector simulation at the Pierre Auger Observatory. It is continuously being
developed to accommodate changes in the detector and new algorithms. It allows the running of various
applications, which are made up of individual modules, either on raw data or simulations on an event-by-
event basis. The modules can be selected, configured, and run without re-compiling the whole software
framework, giving the Auger user the possibility to define and further develop targeted analysis.
Reconstructed events are stored in a compact ROOT file for physics analysis. Released versions of the
Offline software are available for local installation on several platforms and distributed via the CERN-
Virtual Machine File System (CVMFS) using a container. Large productions of shower and detector
reference libraries are done with CORSIKA 7 and Offline on the European Grid Infrastructure (EGI) using
the Virtual Organization Auger. Various air-shower geometries (up to 89 degrees in zenith) were
considered, as well as several primary particles (from light to ultra-heavy nuclei, photons, and neutrinos),
hadronic interaction models and detector configurations for Phase I and Phase II. In this contribution, we
present the actual efforts and updates on software for data production and reference Monte Carlo
simulations for Auger data analysis.
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The Pierre Auger Observatory consists of 1660 water-Cherenkov detectors (WCDs) and 27 fluo-
rescence telescopes, covering a surface of 3000 km2 in the province of Mendoza, Argentina. After
almost two decades, Auger Phase I has ended the data taking and has already delivered many
outstanding physics results. The Auger Observatory is currently running in Phase II, with up-
graded detectors for enhanced data of ultra-high-energy cosmic rays (UHECRs). During Phase I,
several engineering detectors were developed and tested. Some of those developments led to
new detectors, which are now part of the upgraded Observatory. For Phase II, the WCDs were
upgraded with a surface-scintillator detector, a radio detector, a small photomultiplier, and an
upgraded electronics board, facilitating mass-sensitive measurements for source identification of
UHECRs. Moreover, an underground muon detector allows for a direct measurement of the muon
content of air showers. The Offline framework is the main software for the event reconstruction
and detector simulation at the Pierre Auger Observatory. It is continuously being developed
to accommodate changes in the detector and new algorithms. It allows the running of various
applications, which are made up of individual modules, either on raw data or simulations on an
event-by-event basis. The modules can be selected, configured, and run without re-compiling the
whole software framework, giving the Auger user the possibility to define and further develop
targeted analysis. Reconstructed events are stored in a compact ROOT file for physics analysis.
Released versions of the Offline software are available for local installation on several platforms
and distributed via the CERN-Virtual Machine File System (CVMFS) using a container. Large
productions of shower and detector reference libraries are done with CORSIKA 7 and Offline on
the European Grid Infrastructure (EGI) using the Virtual Organization Auger. Various air-shower
geometries (up to 89 degrees in zenith) were considered, as well as several primary particles (from
light to ultra-heavy nuclei, photons, and neutrinos), hadronic interaction models and detector con-
figurations for Phase I and Phase II. In this contribution, we present the actual efforts and updates
on software for data production and reference Monte Carlo simulations for Auger data analysis.
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Data production and Monte Carlo simulations for the Pierre Auger Observatory

1. Introduction

The Pierre Auger Observatory, located in the province of Mendoza, Argentina, is the world’s
largest cosmic-ray detector. It measures the highest-energy particles in the Universe to elucidate
one of the current open questions on their actual nature and origin. After over 20 years of data
taking, Auger has ended Phase I and has already delivered many outstanding physics results, for
instance [1, 5]. The super-hybrid detector (Figure 1, left) employs 1660 water-Cherenkov detectors
(WCD) and 27 fluorescence detectors (FD) grouped in four locations, overlooking the entire array of
3000 km2. Besides the main detection methods used to measure the ultra-high-energy cosmic rays
(UHECRs), several atmospheric monitoring systems are also employed to ensure the quality of the
acquired data. These consist of sensors for daily measurements of indicators such as temperature,
pressure, humidity and wind [6], as well as lidars [7] for measuring the cloud coverage and aerosol
content based on a common measurement calendar together with the FDs, all serving in a full event
reconstruction (where the response of the detector is corrected for various atmospheric conditions).

Figure 1: A 3-D illustration of a hybrid event example measured at the Pierre Auger Observatory (left). The
upgraded WCD of AugerPrime (right).

Currently, Auger is running in Phase II (AugerPrime), with upgraded detectors for enhanced
data of UHECRs with increased statistics. The WCDs are upgraded (Figure 1, right) - facilitating
mass-sensitivemeasurements for source identification of UHECRs - with the following components:

• Surface-scintillator detector (SSD) [8] and radio detector (RD) [9, 10], installed atop each
WCD - improve the estimation of the mass of the primary particle. Both techniques are
complementary since SSDs are sensitive to particle showers up to a zenith angle of 60
degrees, while for higher zenith angles, the RD starts to become efficient [11];

• Small photomultiplier tube (SPMT) [12], installed inside each WCD - serves to increase the
dynamic range;
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• Upgraded unified board (UUB) [13] electronics, replaced at each WCD - manages several
devices, including front-end electronics, slow control, LED controller, GPS receiver, clock
generator, memory and the various connectors from the SSD, RD and SPMT. It also features
a faster digitizer;

• Underground muon detector (UMD), located at the sites of SD-750 and SD-433 (i.e., arrays
with surface-detectors (SD) arranged in a triangular grid of either 750 m or 433 m spacing)
– provides a direct measurement of the muon content of air showers.

2. Offline framework

The Auger Offline framework [14, 15], based on C++, is the main software used by the Pierre
Auger Collaboration for the event reconstruction and simulation [16]. Over 20 years, it has been
continuously developed, yet to support the AugerPrimemeasurements with upgraded detectors [17].
Moreover, it has been adopted by several other international projects. Its main structure, shown in
the top panel of Figure 2, comprises three components:

• Detector—representing the detector components and time-varying atmospheric conditions;

• Run Control—representing the module sequence;

• Modules—accommodating the physics algorithms for processing, based on XML files, with
static detector information.

The Event, the principal communicator between the modules (Figure 2, top panel), containing
the central data structure [17], is divided into two main categories: the event type as measured
(reconstructed and triggered data) and simulated data (energy, nuclear mass and direction of pri-
mary particle, longitudinal profile of developing air shower, etc.). Various applications based on
individual modules have been developed at the detector level and are oriented to specific analyses to
accommodate all the changes made over time with great flexibility. The structure of the detector and
its main components are shown in the bottom panel of Figure 2. These are the AugerPrime stations,
consisting of the WCD, including the RD, SSD, and the SPMT, as well as the UMD modules, the
FD, and the Auger Engineering Radio Array – AERA. Therefore, the Offline software framework
supports the simulation and reconstruction of events of the surface (including radio measurements),
fluorescence, and hybrid measurements, i.e., events measured by both surface and fluorescence
detectors, as well as simulation of calibration techniques and other auxiliary applications. For the
air-shower simulations, CONEX, CORSIKA 7/CoREAS, and AIRES/ZHAireS codes are consid-
ered for various types of detector arrays, such as SD-1500, SD-750, SD-433, or AERA [18], the
proof-of-concept for the AugerPrime RD.

The Earth’s atmosphere is part of the detector and is therefore included as a component
in its structure (Figure 2, bottom-left). The time-varying atmospheric monitoring data and the
calibration data are available in a low-level database (such as MySQL or SQLite), which serves the
event reconstruction for atmospheric corrections and the response of the detectors under various
atmospheric conditions. Atmospheric monitoring [6, 7] is performed at regular time intervals
ranging from several minutes (for cloud coverage) or several hours (for aerosol monitoring) to
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Figure 2: Themain structure of the Offline framework: Central Configuration and Event (top). The hierarchy
of the Detector: front-end and the Manager interface: back-end (bottom).

several days (for vertical profiles of temperature, pressure, and humidity). Each detector component
has a corresponding event structure, which gives the Auger developer/user the flexibility to design
a dedicated module and/or a specific physics analysis.

The Offline file format is either a ROOT [19] file for data analysis or a JSON file for Open
Data [20] releases. Offline files contain the response of the several detectors employed in the event
reconstruction, together with the main shower observables, such as the estimation of the cosmic-ray
energy, depth of the shower maximum, and shower geometry. Typical Offline file sizes are in the
order of a few tens of MB.

So far, there are several lessons learned [21], which help both the developer and the user to,
e.g., anticipate change, such as modifications to the detector (Figure 3).

Additionally, the evaluation of the open standard for machine learning (ML) interoperability,
i.e., Open Neural Network Exchange (ONNX) is a work in progress for integrating ML into modern
reconstruction and data analysis [22, 23] in a complementary and accelerated approach based on,
e.g., deep-learning algorithms trained on large datasets of label data.
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Figure 3: Mind map with lessons learned on the Offline framework.

3. Virtual Organization Auger

The bulk production of extensive air-shower and detector reference libraries [24] is done in the
grid via the Virtual Organization (VO) Auger. These libraries are standardized and were designed to
serve as a base for a wide range of analyses, several of which resulted or will result in Collaboration
publications. Also, specific analyses may require dedicated simulation libraries, which can also be
produced by request. In the latter, priority is given to requests from the task coordinators, as well
as the potential for publication.

VO Auger grid resources [14] have been used since 2006 [25] within an international effort of
seven Auger member countries, contributing currently with ten grid sites for processing (and only
a few grid sites in which we store the data) for distributed computing used in the mass production
of library simulations (Figure 4). The grid production is done via the European Grid Infrastructure
using the DIRAC instance [25], with job submission based on Python scripts. Preliminary tests, or
pre-productions, are also done at the level of a local cluster (in the case of, e.g., CoREAS events with
very large zenith angles, i.e., above 80 degrees, which usually may take as long as 30 days, if only
one CPU is used). Released versions of Offline are available for local installation and distributed
via the CERN-Virtual Machine File System (CVMFS) [26] using a container, which also serves in
the production of reference libraries [18]. Production files can either be accessed from the DIRAC
File Catalog – DFC (for which an X509 certificate is required) or from the Auger Data Center at
CNAF (central computing facility of INFN) – in progress.

4. Reference Monte Carlo simulations

Most of our shower simulations useCORSIKA7, fromwhich a subset includes the radio content
of air showers by activating the CoREAS option. The CORSIKA/CoREAS productions employ
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Figure 4: The VOs in Astrophysics (without LHCb) showing the Elapsed-Time times Number of Processors
by VO, in the last five years.

several hadronic interaction models combined with several atmospheric profiles for Malargüe (such
as of January, March, August and September), and primary particle species at various primary
energies, namely:

• p, He, O, Fe, including ultra-heavy elements (Te, Pt, U), and also photons. The energy range
of these simulations is 1014 ≤ E/eV ≤ 1020.5;

• (CC, NC), (CC, Earth-skimming)-planned, E/eV > 1016;

• QGSJETIII-01, EPOS LHC-R, SIBYLL 2.3e.

A typical CORSIKA 7 file size for a single shower is on the order of 300 MB.
In a second step, the simulated showers are processed with the Auger Offline framework to

generate several event libraries comprising the detection techniques and instrumentation available
at the Auger site. These libraries consist of simulated events detected by the SD-1500, SD-750, and
SD-433 arrays, as well as hybrid events detected both by the SD array and the FD, including the
High Elevation Auger Telescopes (HEAT), for the low-energy extension of the Observatory. Lately,
we have also provided AugerPrime simulations, consisting of multi-hybrid events containing the
SSD and the UMD, together with the SD and the FD. In addition, information on the real-time state
of the detectors and atmosphere is included in specific productions.

5. Conclusions

Auger Phase II is ongoing and will collect full-efficiency data for ten more years, aiming to
provide high-statistics, mass-sensitive measurements to trace the origin of UHECRs. Remarkable
physics results have been achieved so far with unprecedented measurement statistics of UHECRs.
However, more achievements are yet to come with the upgraded detectors.

Throughout 20 years, the Offline framework underwent various extensions and upgrades,
accommodating the upgraded detectors nowadays and paving the way for the integration of ONNX
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for modern ML algorithms applied to the complementary and timely reconstruction of physics data
analyses.

The reference Monte Carlo simulations serve for more efficient data analysis in the frame of
the Pierre Auger Collaboration, which are targeted mainly for Collaboration papers and graduate
academic studies. The CORSIKA 7 reference library production makes Auger the 3rd largest
Astrophysics VO (with about 1 PB of data in DFC), reflecting the added value of distributed
computing for accelerated processing of large volumes of data.

So far, 30% of measured data of the Pierre Auger Observatory will be released as Open
Data [27] for both the scientific community and the general public, thus contributing broadly to
the awareness of scientific knowledge and STEM (science, technology, engineering and math)
education in general, through a variety of resources available online.
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54 Politecnico di Milano, Dipartimento di Scienze e Tecnologie Aerospaziali , Milano, Italy
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