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Abstract We consider the scalar delayed differential equation €x(r) = —x(t) + f(x
(t — 1)), where € >0 and f verifies either df /dx > 0 or df/dx < 0 and some other
conditions. We present theorems indicating that a generic initial condition with sign changes
generates a solution with a transient time of order exp(c/¢), for some ¢ > 0. We call it a
metastable solution. During this transient a finite time span of the solution looks like that of
a periodic function. It is remarkable that if df /dx > 0 then f must be odd or present some
other very special symmetry in order to support metastable solutions, while this condition is
absent in the case df /dx < 0. Explicit e-asymptotics for the motion of zeroes of a solution
and for the transient time regime are presented.
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1 Introduction

Our goal in this paper is to study the transient solutions of equation
ex(r) = —x(t) + f(x(t — 1)), )]

where f is either a monotonic increasing (positive feedback) or a monotonic decreasing
(negative feedback) function. In either case f must satisfy some additional hypotheses given
precisely in Sects.2 and 3. These hypotheses are necessary to guarantee that the map f :
R — R has the following properties: (i) in the positive feedback case f has three fixed points
P—, Po, P+, such that pg = 0 is hyperbolic unstable, p_ < 0 (p4 > 0) is hyperbolic stable
and attracts all negative (positive) initial conditions; (ii) in the negative feedback case f has
the origin as a hyperbolic unstable fixed point, and there is a unique hyperbolic stable period
two orbit (p_, p4) that attracts almost all initial conditions. So, in both cases the dynamics
of f is known and it is simple. Under these hypotheses, a lot is known about the dynamics
of the semi-flow generated by Eq. 1 in the phase space CY([—1, 0]), of continuous functions
in [—1, 0] with the sup norm.

In the positive feedback case the system has a global attractor that is made of: the three
equilibria p_, pg, p+; a finite set of unstable periodic orbits; and a set of global orbits con-
necting either two equilibria, or one equilibrium and one periodic orbit, or two periodic orbits.
Moreover, the system admits a discrete Liapunov function that “more or less” establishes
that the number of zeroes of a solution x, in an interval [t — 1, ¢], cannot increase with time.
This sets constraints on the directions of the connecting orbits. All this information can be
obtained in the following nonexhaustive list of references [11,14-16,21,22] (p. 90). In the
negative feedback case a similar picture holds, after we replace the two stable equilibria
p— and p4 by a stable periodic orbit. The main references here are [12,13].

The motivation for this work came from a numerical study of Eq. 1 with positive feed-
back that we did in the mid nineties. We obtained, numerically, an abundance of oscillatory
solutions, apparently periodic, that after a long time ended up in one of the stable equilibria
of the equation. By that time it was well known that very long transients may be displayed
by the following scalar parabolic equation

o = & 02u — X ) )
t X du s

where u is a function of position x € [0, 1] and time ¢ which satisfies Neumann bound-
ary conditions; F' is some smooth function with two local minima and one local maximum
(a “double well” function); and 0 < € < 1 is a small parameter. More precisely, it was
shown in [3,7] that if F' has the same value at its two minima, then an initial condition that
has changes of sign generates a solution x(¢) that keeps changing sign for times of order
e“/€, for some ¢ > 0, until it eventually settles down in one of the two stable equilibria of
Eq.2, corresponding to the two minima of F. These long transient solutions of Eq.2 have
been called “metastable” states by Carr and Pego [3]. Fusco and Hale in [7] described this
metastability behavior of Eq.2 in a way that has suggested to us that Eq. 1 could exhibit a
similar phenomenon.

At this point it is convenient to make clear what we mean by metastability in the context
of Eq. 1. Under the hypotheses in Sects.2 and 3, an open and dense set of initial conditions
generates solutions of Eq. 1 that are asymptotic to an equilibrium (positive feedback case)
or to a periodic orbit (negative feedback case). The transient time is the time it takes for a
solution to enter a given small neighborhood U of the asymptotic attracting set. Equation
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/€ when

1 is said to exhibit metastability if the transient time of most solutions grows as e
€ — 0, where ¢ does not depend on €.

In the positive feedback case, a heuristic explanation for the existence of metastable states
is the following. Setting ¢ = 0 in Eq.1, we obtain the mapping x(¢) = f(x(t — 1)) of
continuous functions defined in [—1, 0]. Let x¢ : [—1, 0] — R be a smooth initial condi-
tion that, for simplicity, satisfies xo(—1) = xo(—1/2) = x9(0) = 0 and xo(¢r) < 0, for
—1 <t < —1/2, and x¢(¢) > 0, for —1/2 < t < 0. The hypothesis on f imply that the
iterates of x(r) = f(x(t — 1)) give a continuous function x that for large ¢ is close to a
periodic square-wave function S given by S(¢) = p_,fork <t <k +1/2, S(t) = p4, for
k+1/2 <t <k+ 1,k € Z. It is not hard to show that the real solution of Eq.1 with €
small, and initial condition xq, is C O_close to x in a time interval [—1, #1], provided the one
sided derivative of x times € is small. As time evolves, this condition will eventually cease to
hold since x approaches a square-wave function. The right hand side of Eq. 1 must be taken
into account near the points where |€x(7)| is large. For € sufficiently small, x will acquire a
“rounded square-wave” shape during the time interval [0, #1]. For t > t; the true solution of
Eq. 1 will exhibit sharp transitions, between p_ and p., giving rise to the metastable transient
of the solution. In the parabolic Eq. 2, the transitions during the transient of the solution have
been described using the so called transition layer functions [7] (in this case they are easily
obtained by solving a relatively simple ordinary differential equation).

Following very closely what was done in [7], we shall show that Eq. 1 admits metastable
states for both positive and negative feedback f. Solutions displaying this metastable behavior
are related to particular solutions (transition layer solutions) of the so called transition-layer
equations. The concept of transition layer equations for delay differential equations has been
established in [5,13]. A transition layer equation is also a functional equation, similar to (1),
with one or more parameters to be determined. The existence of transition layer solutions
was proved for the negative feedback case in [6, 13]. The proof for the positive feedback case
is given in the Sect.5 below.

It is interesting to note that, for negative-feedback function f, Eq.1 always displays
metastable states. In contrast, in the positive-feedback case, Eq. 1 will display metastability
only if f is odd or has some other very special symmetry (in analogy with the require-
ment that F' must be degenerate at its two minima for Eq. 2 to display metastability). If the
positive-feedback function f does not have this symmetry, the transient time is typically of
order 1/e.

For Eq.2 Fusco and Hale gave a geometric description of metastability, in terms of the
theory of invariant manifolds, that can essentially be repeated for the delay Eq. 1. For Eq. 1,
a typical initial condition with some number of sign changes in [—1, 0] is attracted in a time
of order 1 to a small neighborhood of the unstable manifold W,, of a periodic orbit y. The
number of sign changes of y is related to the number of sign changes of the initial condition.
For the parabolic Eq. 2, the analogue of y is an equilibrium, and the vector field on most of its
unstable manifold is almost null. For this reason, in the parabolic case, part of this unstable
manifold is called a “slow manifold”. Here, W, is by no means a slow manifold. Indeed,
the flow in W), is such that almost all orbits on it are almost closed, in the sense that after a
certain time interval, that is approximately equal to the delay (positive feedback) or twice the
delay (negative feedback), the orbit returns very close to its initial point. So, W), is almost
foliated by periodic orbits. Then the solution, that is close to W), slowly drifts along the
“almost periodic orbits” of W,, until it gets e-close to another periodic orbit. At this point the
merging of two zeroes of the solution starts, and in a time interval of order one the solution
has two zeroes less in the time interval [—1, O]. Then the slowly drift along “almost closed
orbits” takes the solution e-close to a third periodic orbit, and so on. At last, in the positive
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feedback case the solution approaches an equilibrium and in the negative feedback case the
stable-periodic orbit.

We will not give a proof that the picture described in the previous paragraph holds.
Nevertheless, similarly to what has been done in [7], we will show that there are several finite
dimensional manifolds W, in C°([—1, 0]), that are foliated by circles, and such that if the
semi-flow of (1) acts on a point of W, then the resulting trajectory stays exp(—c/€)-close
to W,,, for some ¢ > 0, for a finite amount of time. Moreover, we compute the drift velocity
of the solution along the circles foliating W,,, and show that up to small errors this velocity
coincides with that of the true solution. These computations allow us to obtain e-asymptotics
on the transient duration of a typical solution. In Sect. 2, in the positive feedback case, this
time is compared to that observed in numerical simulations.

In 1999 [8] we have shown the existence of metastability in (1) for the particular case
where f is a piecewise constant function, with two steps. Sharkovsky et al. [20] have also
discussed the existence of exponentially long transients for piecewise constant functions, and
estimated the time it takes for the solution generated by an initial function with sign changes
to get close to a square-wave like function. Recently, Nizette has published an interesting
work [17] (see also [18]), related to our 1999 metastability results [8]. The main focus of
[17] is to find a criterion for the stability of periodic orbits of Eq. 1, for small €, and with
negative feedback but for f’s that are not necessarily monotone. Nizette computes a map
for the motion of the zeroes, similar to that presented in our Theorem 4, and argues that the
periodic orbits associated to them are stable if the corresponding fixed points of the map are
stable. In the case of a monotonic f the only stable orbit is the “slowly oscillating” one, which
has the minimum possible number of zeroes. If f is nonmonotonic then other stable periodic
orbits appear. In [17] the map for the motion of the zeroes is neither derived nor presented
explicitly, although numerical results obtained using them are presented. Moreover, besides
using the same transition layer solutions his construction of this map is very different from
ours. His results for monotonic f are in agreement with ours.

The paper is organized as follows. In the Sects.2 and 3 we present our main results in
the case of positive and negative feedback f, respectively. There are two theorems in each
section, one related to the existence and properties of solutions of transition layer equa-
tions and a second related to the metastable solutions. In Sect.4 we make remarks on the
global monotonicity hypotheses of the theorems in Sects.2 and 3. In Sect.5 we prove the
theorem for the transition layer solutions in the positive feedback case. In Sect.6 we just
comment and prove some auxiliary results on the theorem due to Mallet-Pared and Nuss-
baum [13] and Chow et al. [6] for the transition layer solutions in the negative feedback
case. Finally, in Sects.7 and 8 we prove the theorems on the metastable solutions in the
positive and the negative feedback cases, respectively. It is worth mentioning, that the bounds
given in our Theorems 2 and 4 are still not enough to prove in a simple way, for instance,
using Gronwall’s inequality, that, in the positive feedback case, the solution oscillates for
a time of order exp(c/€), for some € > 0. To prove this it is still necessary to show that
the set W, is close to a true invariant manifold of the system. Indeed, from a mathemat-
ical point of view, the results we present in this paper raise more questions than answers
them.

2 Metastable Patterns for Positive Feedback Equations

In this section we consider Eq. 1, and assume that f : R — R is continuously differentiable
and verifies the following hypotheses:
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(HP1) f(0) =0, f/(O)>1, f(—=y1)) = —¥1, f(y2) = y2, where y; >0, y» >0, and
f(x) # x forx € (—y1,0) U (0, y2);
HP2) f')=L(x)>0, xeR

A crucial result in this section is the following theorem.

Theorem 1 (Positive feedback transition layer solution) Consider the ( “transition layer”)
equation

y(0) =—=y® + fyE+1)), 3)

where r is a real parameter.
There exists a value r > 0 of r, such that Eq.3 with r = r, has a solution ¢ : R — R
with the following properties:

‘;—f(t)zo, for teR, ¢(0)=0,

lim ¢(t) — —y1, lim ¢(t) — 1.
t——00 1—00

There also exists a value ry. > 0 of r, such that Eq.3 with r = ry has a solution
x : R — R with the following properties:

d
d—)t((t) <0, for teR, x(0)=0,
lim x() — y2, lim x(t) = —y1.
t——00 —>00
Suppose, in addition that,

(HP3) f is twice continuously differentiable and

fl@)>0 for xel-n.nl f(=y) <1 and f'(y) <l

Then r = ry is the unique value of r € R such that a solution ¢ as above exists. Moreover,
there is only one ¢ with the above properties that, in addition, satisfies ¢(t) > 0, fort € R,
and has the following asymptotic behavior

¢ (1) = =1+ brexp(vit)[1 + O(exp(kt))] as t — —oo,
¢(1) = y2 — brexp(—vat)[1 + O(exp(—k1))] as t — +o0,
where by, by, vi, V2, k are all strictly positive constants.

Analogously, r = ry is the unique value of r € R such that a solution y as above exists.
Moreover, there is only one x with the above properties that, in addition, satisfies x (t) < 0,
fort € R, and has the following asymptotic behavior

x(t) = y2 — caexp(uan)[1 + O(exp(kr))] as t — —oo,
x (@) = —y1 + crexp(—p10)[1 + Olexp(—k1))] as t — +oo,
where c1, ¢, L1, 2, k are all strictly positive constants.

The constants — i1, L2, V1, and —v; are solutions of characteristic Eqs. 75 of linearization
of Eq. 3 at the equilibria —yy and y, and the following inequalities are verified 0 < ) < 1
and 0 < vy < 1.

Finally, if f is an odd function then ry = ry, ¢(t) = —x (1), y1 = y2, bo = c1, by = c3,
1 = vy, and vy = ua.

The proof of the Theorem 1 will be given in Sect. 5.
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Fig. 1 Outline of the graph of the function given in Eq.5. This is a function that generates W,

The importance of the transition layer functions ¢ and y in the analysis of the singular

limit € — 0 of Eq. 1 lies in the following argument. If ¢ is the function in Theorem 1 then
def

¢ (1) = ¢(t/€) verifies the following equation
ey(t) = —y@) + f(t + €ry)). “4)
Let us define a function x(t) = ¢, (¢), for t € (—{1 + ry}/2, {1 4+ ri}/2], and let us extend

it periodically to R. The period of x is 1 + €r, and it is discontinuous on the set D, &

{(14+ry)(2k+1)/2 : k € Z}. The periodicity of x implies that x( — 1) = x (¢ + €r,) and
therefore

€x(t) = —x(t) + fx(t = 1)) = —x () + f(x(t + €ry))

if 1 € R\D, where D, = {t +1,: 1, € D, and € [—ery, O]}. So, x solves Eq. 1 on the
real line except for small intervals of length er, adjacent to the discontinuity set D, of x.

A similar construction can be made using the function x. () def x (t/¢€) instead of ¢. In this
case we obtain a periodic function x with period 1 + €r.

A better continuous approximation to a solution of Eq.1 may be obtained by glueing
appropriate translations of functions ¢, and x.. For instance, for t € [—ery, 1], and for a
given 0 € [0, 1], let us define x(¢) as (see Fig. 1)

x(t) = @e(t +€ry) for —ery <1<,

x(1) = xe(t —01) for n <t =<,

x(1) = ¢t — 1) for m <t =<1, (5)
where 17 and 7, are defined in such a way that x is continuous. If r, = r, it is possible to
extend the function x in Eq. 5 to the real line in a continuous way, so as to obtain a periodic
solution of equation (1) on most of R. If r, # r,, this is not possible because ¢ has peri-
odicity 1 + er,, while x. has periodicity 1 + €r, so that the extension of x in Eq.5 cannot

approximate a periodic solution of Eq. 1 unless r, = ry. So, from now on, besides (HP1),
(HP2), and (HP3), we shall make the following additional hypothesis:
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(HP4) The function f is such that its associated numbers r, and r,, given in Theorem (1)
are equal, 7y = Fyx.

Under this hypothesis the periodic extension of x has period 1 + €r,, is continuous, and

satisfies Eq. 1 on the set R\ D, where D def {t+1t.:t. € D, and t € [—ery, 0]}, where

D, et {mk: ke ZYyU{nk : k € Z}. We shall show that x is a very good approximation

to a solution of Eq. 1 on D.

To show how the transition layer solutions can provide approximate solutions to Eq. 1
we need several definitions. Let n be a positive even integer and A, be the following open
n — 1-dimensional simplex

AnE (S eR: 6 >0, and 81 +8+ - +8, =1 +er). (©)
Given s € A, let & € R"t! be defined by 6y = —ery and 6; = §; + 6;_1. Notice that a point
in A, determines a unique 6 that satisfies 6) = —er, < 0; <--- < 6,_1 < 6, = 1. Now, to
each point in A, we associate a function z : [—ery, 1] — R in the following way

2(t) = ¢e(t — Op) for 6y = —er, <t <y,
z(t) = xe(t —61) for ny <t <y,
2(t) = pe(t —02) for m <t <3,

z2(t) = pe(t —6,) for n, <t <6,=1 7

where 71, ..., n, are uniquely defined (see corollary 1 in Sect.7) in such a way that z is
continuous. In Fig. 1 we sketch the graph of the function z for n = 2. Now we extend z
periodically to R. This extension is continuous and has period 1 + er,. We define a func-
tion @ from the open subset A, x R C R" to CO(—1,0]) as ®(S,1) = z(t + s), where
s € [—1,0]. The set W,, C CO([—I, 0]) is defined as the image of this function ®. Notice
that W,, is an n-dimensional submanifold of CO([—1, 0]). Moreover, for each fixed § the
image of ® (4, -) is a circle on W,,. So, W, is a trivial circle bundle over A,, which is the
image of A, X S! def Ay x {R mod (1+e€ry)} by ®. Notice that when we take the quotient
t mod (1 + er,) and interpret z(¢) as a function on S! thent = 6y = —ery is identified
witht = 6, = 1, and 1, ..., §, represent the angular distance between consecutive zeroes
of z(¢). The manifold W,,, is homeomorphic to A,, x S!, and can be interpreted as a cylinder.
The flow ¢ : R x W,, — W, is naturally defined as

Y (x)(s) =z(t +5), se€[-1,0], ®)

where 7 is the periodic function on R that equals x when restricted to [—1, 0], and generates
the fiber of W, passing through x. We claim that W, is an approximation to part of the
unstable manifold of a periodic orbit of Eq. 1 and that ¢ is a good approximation for the flow
of Eq. 1 on this invariant manifold. Some support for this claim was given in the introduction
and further support is given in our next Theorem 2.

Before we present Theorem 2 it is convenient to introduce the following notation for
functions that admit exponential bounds.

Notation

R(t,s) = E(t) if there exists B > 0, that may depend on s, but not on ¢,
such that lim R(z, s)exp(Bt) = 0. )
—00
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R(t,s) = E_(t) if there exists B > 0, that may depend on s, but not on 7,
such that lim R(z, s) exp(—pt) = 0. (10)
——00

The following definitions are also needed. Let X,, be the set of functions x in C 0([— 1,0))
that are piecewise continuously differentiable, undergo an odd number n — 1 of sign changes
within the interval (—1, 0), and satisfy x(0) = 0 and x(0) > 0. We define a projection
P, : X, — W, in the following way. If the zeroes of x are located at —1 +0; < —1+6, <

< —146,_1 <6, =0,then P,(x)(¢) = z(t + 1), t € [—1, 0], where z is given in Eq. 7.
Namely, P,(x) is a function in W,, with the same zeroes as x and with positive derivative
at zero. Now, let ¥, : CO([—1,0]) — C°([—1, 0]) be the flow of Eq. 1. We define a subset
X, of X, in the following way. A function x € X,, is in X,, if there exists a value of time
T (x) > 1 such that Yrx € X,, and ¥;x ¢ X, forany ¢t € (1, T). Then we define a function
F,: X, — X, as F,(x) = ¥ (x). Notice that T is the first time larger than one at which
the solution x(¢) of Eq.1 has a zero with positive derivative and such that the number of
zeroes of x(t) fort € (T — 1, T] is the same as that in ¢t € (—1, 0]. Now we can state the
main result of this section.

Theorem 2 Given § € A, withn > 0 even and A, defined in Eq 6, let x € W, N X, be

def
a function with zeroes at 0; = 8; + 6;_1, i = 1,...n, where 6y = —er. Then there exists
€0 > 0, that depends on §, and positive constants ( depending on neither € nor §) k3 and k4
given in Lemma 10, ks given in Lemma 11,

def 1(1 +vy) def V2 (1 + u2)
a=—- and b= ——==
n1+ v M2 + 2
where [L1, |42, V1 and vy are given in Theorem 1, such that for € < €g the following holds:

(i) Fort €[0,14n1](n1 > 0 is the number appearing in Eq.7), the natural flow ¢ on
Wy (Eq. 8, and the flow  of Eq. 1, satisfy the following inequality

sup [ ()(5) — ) ©)| E (1Y) — 9 ()l < exp [—é} (ks +£(1/€)),

se[—1,0]

where

def . M2V H1vy J253%) Hav2
B = min 31, 82, 83, ., ————8{;
Mo +v2  pp+vg M2 +v2 M2 +v2

(i) The function x is in X,, with

T(x)=1+er —eexp(—ad,/e)lks + E(1/e)], (11)
where r = r, given in Theorem 1, and F, (x) = {7 (x) satisfies
B
[|Fn(x) — Py o Fp(x)|lo < exp [—* (ks + E(1/¢€)); (12)
@) If—1 —I—él < —1 —i—éz <o < =1+ én,l < én = 0 are the zeroes of F,(x) and
8= def g O — 01, i=1,...,n withf def —ery, then § € A, and

5 = 8 + elexp(—adi_1/€) (ks + E(1/€)) — exp(—b5; /€) (k3 + E(1/e))], i 0dd,
8; = §; + elexp(—bdi_1/€)(kz + E(1/€)) — exp(—ad;/€)(ka + E(1/€))], i even,
13)
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where 8¢ def Sn. If f is an odd function then w1 = vy = v, v = Wwr = W so that

a=p="0FH
[+ v
e ks = kg = L[—blexp[H“1n(c1/b])—(1+u)r]
’ $(0) Wt v *
1_
p exp[ Y In(er /by — (1 — v)r*]] ,
4

where ¢1 and by are given in Theorem 1, and the expressions for §' simplify to
8; = 8i + exlexp(—adi—1/€) — exp(—ad; /e)1(1 + E(1/e)). (14)

Theorem 2 suggests that although W, is not an invariant set it is close to an invariant set
in the C° metric. It also says that the vector field associated to Eq. 1 is almost parallel to the
circles which are the fibers of W,,. Indeed, from Theorem 2 we conclude that, for € small,
a solution of Eq. 1 that starts on W, rotates around the initial fiber many times, with speed
of order one, while it slowly drifts towards other fibers, with a speed of order exp(—ce), for
some ¢ > 0 that can be computed. The functions that generate these circular fibers are what
we call the periodic metastable states. Notice also that the bounds given in Theorem 2 are not
enough to prove in a simple way, for instance using Gronwall’s inequality, that the solution
oscillates for a time of order exp(c/¢), for some € > 0. To prove this it is necessary to show
that W, is close to a true invariant manifold of the system.

In the following we assume that f is odd. Let x be an initial condition which satisfies the
hypotheses of Theorem 2. Let §,, < 8;,i = 1,2, ..., n, withi # m. Now, if all terms in the
Egs. 14 for 6; are compared to exp(—ad,,/€) and all those of order exp(—ad,,/€)E(1/€) are
neglected, then we are left with the following set of equations:

8 =38, for i=1,2,....n, i#m—1, i#m,
81— = Sm—1 + €k exp(—ady /€) (15)

8, = 8m — ek exp(—adm /€)

For simplicity let us assume that m % 1 and m # n (these cases can also be analyzed). If
we iterate the map (15) we obtain that §,, decreases very slowly while §,,_; increases at the
same rate and all other §’s remain the same. Assuming that the estimates for the motion of
zeroes given in Theorem 2 remain valid until some fast dynamical process eliminates two
sufficiently close zeroes, the above analysis shows that all zeroes 6; undergo a negligible
displacement under iterates of F,, except 6,, which moves towards 6,1 until both of them
get “annihilated”. Then the dynamics of a new map F;_, may eventually annihilate another
pair of zeroes and so on. A simple computation of the time it takes for the iterates of §,, under
map (15) to be of order € gives the following asymptotic estimate for 7, the time it takes for
the two zeroes 6,,— and 6,, to disappear:

Sma
InT; = — — In(ax) + O(¢) (16)
€

To verify this asymptotic expression we made the following numerical calculations. For
f = 3tanh(2x), varying €, and for a fixed initial condition (0.15 + cos(27¢)) with two
zeroes, Eq. 1 was integrated until the zeroes disappeared (using a 4th-order Runge—Kutta).
The minimum distance between zeroes (3, in the table below), and the time instant z; when
the zeroes disappeared were recorded for several values of €. For ¢+ ~ 20 the solution has a
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21 215 22 225 23 21 215 22 225 23
Fig. 2 Graphs illustrating the square-wave like shape of the solutions corresponding to parameter € = 0.09

(plate a), and € = 0.04 (plate b) for ¢ € [21, 23]. These solutions were used in the table shown. Notice that as
the parameter € is decreased, the shape of the solution gets closer to a square wave

square-wave like shape (see Fig. 2 below) so that we have set Ty = t; — 20. The numerical
results are displayed in the following table.

€ 0.09 0.08 0.07 0.06 0.05 0.04
Sm | 0.438 | 0.445 | 0.448 | 0.450 | 0.450 0.451
Ty | 1433 | 284.0 | 653.9 | 1932.3 | 8655.3 | 81886.7

A least square fit of the data in this table to the function in Eq. 16 gives the following
values: a ~ 0.990 and k =~ 0.880. Now, for f = 3 tanh(2x) one can also numerically solve
the transition layer Eq.3 to get r = 0.717, so that a = 0.999 and « = 1.005. The agreement
is quite good, specially because as € gets smaller the numerical errors in the integration of
Eq. 1 become larger. It is worth noticing that the limit limy . 3 tanh(ax) is a piecewise
constant function. In this limit we get [8] r =In2 = 0.693...,a = 1, and k = 1 which are
very close to the values obtained numerically for the case o = 2.

Finally, let us make some remarks regarding the assumption that there is a smallest gap
between the zeroes of the initial condition, namely §,, < 8;,i = 1,2,...,n, withi # m. If
this assumption is not verified then the above analysis that lead to Eq. 15 breaks down. For
instance, if the initial condition has two zeroes and §; = §, then the map (14) degenerates
into 87 = 8; + £(1/€), and we are left with the identity map plus a correction term which we
did not compute. Of course, the asymptotics in Eq. 16 does not hold. This is in agreement to
the fact that Eq. 1 admits periodic orbits for € arbitrarily small, in particular orbits with only
one sign change in a half period. Moreover, it can be shown that this orbit has a square-wave
like shape when € — 0 (in the negative feedback case this is shown in [13]). So, for small €
there are initial conditions with §; & §, that are asymptotic to periodic solutions of Eq. 1 for
which the distance between zeroes does not decrease at all. Our asymptotic analysis shows
that as € — O these initial conditions must satisfy §; — 2. Moreover, the asymptotics
above shows that all these oscillatory periodic orbits are unstable for e-sufficiently small
(this fact is known to be true for any € (see [21,22] p. 90). These properties are the basis of
the stability analysis of periodic solutions of negative-delayed feedback Eqs. 1, for € small,
made by Nizette [17]. We point out that Nizette made an interesting extension of this analysis
to f nonmonotonic.

3 Metastable Patterns for Negative Feedback Equations

In this section we consider Eq. 1 and we assume that f : R — R is continuously differen-
tiable and satisfies the following hypotheses (which are the same as in [6]):
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(HN1) f(0) = 0 and there exists y; > 0, and y» > 0, such that f(—y;) = y», and

fy)=-—n.
(HN2) f/(x) <Oforall x € R.

(HN3) f'(0) < —1land 0 < f'(=y1) f'(y2) < L.

(HN4) [f(f()] > x| for x € (=y1,0) U (0,72), and |f(f(x))| < |x| for x €
(=00, =y1) U (y2, 00).

A crucial result in this section is the theorem regarding the negative feedback transition layer

solution due to Mallet-Paret and Nussbaum [13] and Chow et al. [6].

Theorem 3 (Negative feedback transition layer solution; Chow et al.) Consider the ( “tran-
sition layer”) equation

y(@) = —y@) + f(z@ + 1)),

() = —z(t) + f(y(t +7)) 17)

where r and v are real parameters.

Among all possible values of 7 and r there exists a unique strictly positive pair, denoted by
(7, r), such that Eq. 17 has a unique solution (y,z) = (¢, x) : R — R with the following
properties:

$(t) =0 and () <0 for teR,
¢(0)=0 and Ilim ¢(t) > —y1, lim ¢(t) — y»,

1——00 =00 (18)
x(0)=0 and lim x(t) = y2, lim x() — —yi.

——00 —00

Suppose in addition that
(HNS) f is twice continuously differentiable and 0 < f'(—y1) f'(y2).
Then ¢(t) > 0, % (1) < 0, and the following asymptotic expressions hold:
¢ () = —y1 + brexp(ut)[1 + O(exp(kt))] as t - —o0
x(@) = y2 — coexp(ut)[1 + O(exp(kt))] as t — —oo
¢ (t) = yo — brexp(—vt)[1 + O(exp(—kt))] as t — +oo
x () = —y1 + crexp(—vt)[1 + O(exp(—kt))] as t — +oo

(19)

where by, by, c1, ¢a, |4, v, and k are all strictly positive constants which satisfy the following
inequalities:

v <1,
bib 1 20
In ac + ur +vr =1In 272 4+ ur+vr =1In + > 0. 20)
biby cien 1—v

The statement in the first part of Theorem 3 is trivially different from that of Theorem
2.1 in [6]. The asymptotic expressions (19) are not in [6], and will be commented upon in
Sect. 6.

Now, a heuristic analysis similar to that made in the previous section, using Eqs.4 and
5, can also be made in this case. Then a remarkable difference between the positive and the
negative feedback cases is noticed: the condition r,, = r, necessary for the construction of
metastable states in the positive feedback case, does not appear in the negative feedback case.
So, metastable solutions exist for the negative feedback Eq. 1 even for functions f that are not
odd, in contrast with the case in which Eq. 1 has positive feedback. Much of what was said in
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the previous section about the use of the transition layer solutions in the construction of an
“almost invariant” set of metastable states also applies to this section. So, in the following,
without further comments, we introduce the main definitions that will allow us to state the
Theorem 4, our main result in this section.

Letn > 3 be a positive odd integer and let A,, and A,, be the following open n — 1-dimen-
sional simplexes

Ay SeR : 8 >0, and 8+ 84 ---+8, = 1 +€F) @1

and

B, ¥ (5eR": 5 >0, and 8+ 4+ =1+er) (22)

Given § € A, let & € R*"*! be defined by
Oy = —er,
6; =6 +6;_1, for i=1,2,...,n;
Oivn =6i +1+r, for i =1,3,...,n;
6 =0;+1+7r, for i=2,4...,n—1.

For € sufficiently small a pointin A, determines a unique & which satisfies ) = —er < 6] <
0, =1<--- < by, =2+4€r.Moreover, if §; = 6; —6,_1,i =n+1,n+2,...,2n,then
(8n41s .- .. 621) € A,. Now, to each pointin A, we associate a function z : [—€7, 2+€r] —

R in the following way

(1) = ¢e(t —6p) for Oy = —er <t <m
72(t) = xc(@ —6y) for ny <t <m
() = ¢t — 62) for m <t <n3 (23)

72(t) = ¢e(t — O2) for mp, <t <6y, =2+ e€r

where 11, ..., 72, are uniquely defined (see corollary 2 in Sect.8) in such a way that z is
continuous. Now we extend z periodically to R. This extension is continuous and has period
2 + er + 7. Then we define a function ® from the open subset A, x R C R" to co(-1,0)
as ®(5,1) = z(t +5), where s € [—1, 0]. The set W,, C CO([—I, 0]) is defined as the image
of this function ®. As in the positive feedback case W, is an n-dimensional submanifold
of C%([—1, 0]) which is also a circle bundle over A,. Again a flow ¢ : R x W, — W,
is naturally defined as ¢;(x)(s) = z(t + s), s € [—1, 0], where z is the periodic function
on R which when restricted to [—1, 0] is equal to x and which generates the fiber of W,
passing through x. Now, let X, (Y;,) be sets of functions x in CY%(—1, 0]) that are piecewise
continuously differentiable, have an even number n — 1 of sign changes in (—1, 0), satisfy
x(0) = 0 and such that x(0) > 0 (x(0) < 0) for x € X, (x € Y;,). We define projections
Px, : X, - W, and Py, : Y, — W, in the following way. If the zeroes of x are located
at—146; < —-146, <--- < —-1406,_1 <6, =0, then Py,(x)(t) = z(t + 1) and
Px,(x)(t) = z(t+2+€r),t € [—1, 0], where z is given in Eq. 23. Namely, Py, (x) (Px,(x))
is a function in W,,, with negative derivative at zero (positive derivative at zero), having the
same zeroes as x. Now, let ¢, : CY9(—1,0]) — C9%[—1, 0]) be the flow of Eq. 1. We define
a subset X,, of X, in the following way. A function x € X,, is in X,, if there exists a value
of time 7'(x) > 1 such that Yrx € Y, and Y,x ¢ Y, forany ¢t € (1, T). Then we define a
function Fy, : X, — Y, as Fx,(x) = ¥7(x). Analogously, a function x € Y, is in a subset
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Y, of Y, if there exists a value of time T (x) > 1 such that y7x € X, and Y;x ¢ X, for any
t € (1, T). Then we define a function Fy, : Y, — X, as Fy,(x) = ¥r(x). Now we can
state the Theorem 4 that is the main result of this section.

Theorem 4 Given s € A, and § € A, withn > 3 odd let x be a function in either W,, N'Y,,
or W, N X,,, such thatif x € W, N'Y, (x € W, N X,,) then its zeroes are at 0; = &; + 6;_1,
i =1,...n, where 6 def —er (6; =8, +6;—1,i = 1,...n, where 6 def —er). Then there
exists g > 0, that depends on either § or §, and positive constants ( depending on neither €
nor § or §) kz and ky given in Lemma 14, ks given in Lemma 15,

def V(1 + )
a = — >

0, 24
s 24)

where i, v are given in Theorem 3, such that for € < € the following holds:

(1) The natural flow ¢ on W,, defined above and the flow  of Eq. 1 satisfy the following
inequality for t € [0, 1 + B]

sup |91 (0)(s) — @ ()] E (1% (1) — @i ()l < exp [—é} (ks +£(1/¢€)),

se[—1,0] €

where either B=1n1 > 0ifx e Y,NWyorB=n,41—1—€er >0ifx € X, NW,,
and 0 and 1,1 are numbers appearing in Eq.23, and

ﬂ déf Lmin{ﬁl,ﬁz,&;, "~»8I’l}'
MV

() IfxeY,NW,thenitisin Z,, with T(x) =1+ er — eexp(—ad,/€)lks + E(1/€)],
ifx € Xp N W, thenitisin X, with T (x) = 1 4+ er — e exp(—ad,/e)[ks + E(1/€)],
where r and 1 are given in Theorem 3 and either

[[Fxn(x) — Pxn o Fxn(x)llo < exp [—g] (ks +E(1/€))

or

[|[Fyn(x) — Pyn o Fxu(x)|lo < exp [—g] (ks +E(1/€));

depending on x € Y,, N W, or x € X,, N Wy, respectively.

(iii) For x € Y, N W, let the zeroes of Fy, be located at —1 + él < -1+ 672 <<
—1+ 60,1 < 6, = 0. Let us define 8 def 0 —0i_1,i=1,...,n with o —er.

Then 8§’ € A, and
81 = 81 + elexp(—ad, /€) (ks + E(1/€)) — exp(—adi/e) (ks + E(1/€)] — e(F — 1)
8; = 8i + elexp(—ad;_1/€) (ks + E(1/€)) — exp(—ad;/e) (k3 + E(1/€))] — €(F — 1),
i>1odd
8; = 8; +elexp(—adi—1/€)(ks + E(1/€)) — exp(—ad;/€) (ks + E(1/€))] + €(F — 1),
i even.

For x € X, N'W,, let the zeroes of Fx, be located at —1 +0 < =146 <. <

—1+60y_1 < 6, = 0. Let us define 8 def O —6i_1, i =1,...,n with Oy © F
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Then §' € A, and

8y = 81 + elexp(—ad,/e)(ky + E(1/€)) — exp(—ady/e) (ks + E(1/€))] + €(F — 1)

8; = 8 + elexp(—adi—1/€) (ks + E(1/€)) — exp(—ad; /€) (ks + E(1/€))]
+e(r—vr), i>1odd

8 = 8 + elexp(—adi_1 /€)(ky + £(1/€)) — exp(—asd; /€) (ks + E(1/€))]

—e(r —r), i even.

The same comments concerning the “almost invariance” of W, under the flow i made
right after the statement of Theorem 2 also apply in this case.
Differently from the positive feedback case neither Fy, nor Fy, are mappings close to

the identity. The same is of course true of the mappings Gy, def 8§ — & (from A, to A,,) and
Gxn def 8 — &' (from A, to A,) given in Theorem 4. In this case a more natural mapping
to be considered is the composition F, def Fxno Fy, : Y, — Y,, or the corresponding

mapping for its zeroes which is G, def Gxn oGy, : Ay — A,. From the expressions for
Gyn and Gy, in Theorem 4 we get that G is given by (for simplicity all terms £(1/¢€) are
omitted in the following equations)

8/1 =81 + €[K3zexp(—ad,/e) — Kz exp(—adi/e€)]
8, =8; + e[Kaexp(—adi_1/€) — Kzexp(—ad;/e)], i=3,5....n (25)
81{ =6 + €[Kzexp(—adi_1/€) — Ksexp(—ad;i/e)], i=2,4,....,n—1,
where
K3 =k3 +ksexpla(® —r)] >0 K4 =kzexp[—a( —r)] + k4 > 0.

Now, let x be an initial condition which satisfies the hypotheses of Theorem 4. Let §,, < §;,
i =1,2,...,n, withi # m. For simplicity let us suppose that m is even (the case where
m is odd can also be analyzed). Now, if all terms in the equations in (25) are compared to
exp(—aé,, /€) and all those of order exp(—ad,, /€)E(1/¢€) are neglected, then we are left with
the following set of equations:

8 =28;, for i=1,2,....,n, i#£m—1, i#m,
8 | =08m_1 + €Kgexp(—ad,/e), (26)
8, = 8m — eKaexp(—ady /e).

This Eq.26 is exactly the same as Eq. 15 obtained for the motion of zeroes in the positive
feedback case. So the same analysis made in the Sect.3 for the annihilation of the closest
lying zeroes also applies to this case. In particular, assuming that the estimates for the motion
of zeroes given in Theorem 4 remain valid until some fast dynamical process eliminates two
zeroes that become sufficiently close, we get the following asymptotic expression for 7y, the
time it takes for the pair of zeroes 6,,—1 and 6,, to disappear:

8 2
Ty =24 Lo (—) + 0%
€ ak. 4
The factor 2 appearing inside the logarithm is due to the approximate period 2 4 € (¥ 4+ r) of
the metastable solutions of the negative feedback equation.

Finally, the same sort of comparison with numerical results as done at the end of the
previous section can also be done here. Moreover, the same comments about the assumption
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on the initial condition, 8,, < 8;,i = 1,2, ..., n, withi % m, and on the stability of periodic
solutions, also apply to the negative feedback case with some simple modifications.

4 A Remark on the Global Monotonicity Hypotheses

The hypotheses (HP2) and (HN2), namely f/(x) > 0 and f/(x) < 0 forx € R, respectively,
can be considerably relaxed. This is a consequence of the following propositions.

Proposition 1 If f satisfies hypotheses (HP1) and (HP3), then there exist § > 0, and a twice
contmuo:{sly differentiable f R — R, such that f satisfies (HP1), (HP2), (HP3) and
f(x) = f(x) forx € [—=y1 — 8, y2 +6l.

Proposition 2 If f satisfies hypotheses (HN1), (HN3), (HNS), and
(HN2)

d
flx) = dl(X) <0, for x €[—y1, 1l
X

(HN4')
Lf(f) > |x| for x € (=y1,0) U (0, y2),

then there exist § > 0, and a twice continuously differentiable f : R — R, such that f
satisfies (HN1), (HN2), (HN3), (HN4), (HNS) and f(x) = f(x) forx € [=y1 — 8, y2 +6].

We shall prove proposition 2, the proof of proposition 1 being similar.
Hypotheses (HN2'), (HN3), and (HN5) imply that f( yl) < 0, f/ (yz) < 0, and

f'(=y1) f'(y2) < 1. Thus, there exists § > 0 such that if y y1 = y1 + 4 and y 7/2 = )/2 + 8 then
f'(x) <0forx € [~71, =11 U [y2, 72] and
def . - def . -
ki S min{f'(0): x € [=71,1), ke = min{f'(0) 1 x € [y2, 721
satisfy 0 < kjko < 1. Let n; > 0 and 1, > 0 be given by
—2f'(7) —2f’(—)71)] ; ~A+ A2+ 4CB
~ b ~ 2 = b
L")l 1f" (=yD B
where A > 0, B > 0, and C > 0 are given by
A= f"(=pk| + 1" Pkil, B =1f"(=p)f (7)., C=1—kika.

N1 :min[

Let n > 0 be such that n < min{ny, 72} and 7, def 71+, 7 def 7+ 1. Let f be defined as
f) = f@), xel-n,nl

~ 3
FG) = 70+ Fl—i+ 70 + f”(—m@ + 7 %

x €=y, —nl
F) = FG) + F ) — 7o) + f”(h)“‘_fy2 _ e n”) L x el il

2
F@) = F=F Pt 0+ [ £ 0= (=703 | 9. x = =71
B 2
F@) = f@)+ £ @+ £ G %+ [F G+ £ 3| =7 x =72
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The function £ is twice continuously differentiable, and since f(x) # Oforx € (=p1, —1)
thenf (x) < max{f'(— Y1), f'(=pD)}forx € [—p1, —1]. The choice of § and < 51 imply
that f( 71) < 0 and f( y1) < 0, respectively. Thus f (x) < 0forx € [—p1, —71]-
A similar argument glves f (x) < 0 for x € [y, y2]. Since f (x) = f( y1) < 0 for
x < —y; and f (x) = f (72) < 0 for x > 7, we get that f(x) < 0 for x € R. Finally,
we claim that |f(f(x))| < |x| for x € (—o0, —y1) U (y2, 00). The proof of our claim is
the following. Since f (x) < 0 forx € (—oo, —y1] U [y2, 00), f( 1) = f(=y1) = 2,
and f(y») = f(»») = —y then x € (—oo, —y;) implies f(x) € (y2,00), and x €
(y2, 00) implies f(x) € (—oo, —y1). Let F(x) = f(f(x)). Since F(—y;) = —y; and
F(y2) = y», in order to prove the claim it is enough to show that F'(x) < 1 for x €
(=00, =711 U [y2, 00). If x1 € (=00, —y1), then xa = f(x1) € (y2,00) (if x| € (y2, 00),
then x; = f(x1) € (—oo, —y1)) and F'(x1) = f’(x2)f'(x1). So, to prove that F'(x) < 1
for x € (=00, —y1] U [y2, 00), it is enough to show that f’(xp) f'(x1) < 1 for any xj €
(—00, —y1] and x; € [y, 00). Since f”(x) # 0 for x € (=1, —71) and f'(x) = f(=P1)
forx < )/1 then f (x) > mln{f( 71), f( y1)} for x < —7;. From the definition of k;
we get0 > f (x) > min{ky, f (—=y1)} forx < —yj Similarly, 0 > f (x) > min{ky, f ()}
for x > y». Therefore

Fen) f(x2) < max{kika, ki f' (02, ko f' (=71), F/ (=P F/ (7))

Now, the definition of 17, is such that the right hand side of this inequality is smaller than
one.

Propositions 1 and 2 say that if f satifies certain hypotheses on the finite interval
[—v1, 2], then it is possible to find another function f , that coincides with f in the interval
[—y1 — 6,2 + 8], § > 0, and such that f satisfies the hypotheses of either Theorem 1 or
Theorem 3. Therefore, the transition layer equations with f replacing f admit transition
layer solutions, and since these solutions take values in the interval [—y1, y»], they are also
solutions to the transition layer equations for f. Thus we obtain the existence of transition
layer solutions to the original transition layer equations under the weaker hypotheses in prop-
ositions 1 and 2. The analysis of long transients made in Theorems 2 and 4 are still valid
provided the initial conditions generate solutions that take values inside [—y; — 8, y» + 8].
Solutions that take values outside this interval may not be analyzed with the results in this
paper. Indeed the reasoning above shows that without a global monotonicity hypothesis,
Eq. 1 can have several “invariant intervals” that support metastable patterns. To avoid such
problems we decided to state our results under the global monotonicity hypothesis. For those
interested in problems where the global monotonicity hypothesis is not valid but the hypoth-
eses in propositions 1 and 2 hold, the following proposition ([13] Proposition 1.1) may be
very useful in the characterization of invariant intervals.

Proposition 3 (Mallet-Paret and Nussbaum) Let x(¢; €, ¢) be the solution of Eq. 1 where
¢ € CO[—I, 0] is the initial condition, € > 0, and f : R — R is a continuous function.
Then the following holds.
(i) Let I C R be a closed (possibly infinite) interval such that f(I) C 1. If
o) el forall t €[—1,0] 27)

then x(t; €, ¢) € I for all t > 0. If in addition ¢ (0) € int(I), where “int” denotes
interior, then x(t; €, ¢) € int({) forall t > 0.

@ Springer



J Dyn Diff Equat (2010) 22:203-252 219

identity

Fig. 3 Example of a function f that is not globally monotone but displays monotonicity in an interval that is
attractive

(i) Further, define the set

o0
Ioo = () F7(D);
n=0
necessarily I, is a closed connected subset of 1. If o # 0, then the solution x(t; €, ¢)
of Eq. 1 with (27) satisfies

dist (x(t;€,¢), o) > 0 as t — o0
where “dist” denotes distance from a point to a set.

Using proposition 3 we easily find examples of function f that are not globally monotone
but satisfy the conditions in either propositions 1 or 2 and, moreover, any initial condition
generates a solution that after a finite time has values inside the interval [—y; — 8, y» + 8] (see
for instance Fig. 3). So, in this case, the results in the present work apply to any solution of
the Eq. 1. This question of attracting monotonicity intervals is further analized in [19] where
explicit examples are presented.

5 Proof of Theorem 1

To prove Theorem 1 it is sufficient to show the existence and uniqueness of r, and ¢. The
existence of r,, and x is a consequence of this result applied to Eq.3 after the change of
variables y — —y.If f is odd then ¢ (t) = — x (¢) is a consequence of the symmetry of Eq.3
with respect to the change of variables y — —y.

The proof of Theorem 1 will be given in several steps. In Sect.5.1 we consider a family
of auxiliary problems defined in compact sets [—L, L] of the real line. We show that these
problems have solutions ¢y, ry, for all L. In Sect.5.2 we show that 7, is uniformly bounded
with respect to L, from above and below, and that there is a sequence L,,n = 1,2, ..., of
values of L such that ¢, ., — ¢, r«, in compact subsets of R, as n — oo. In Sect.5.3 we
show that the function ¢ obtained in Sect. 5.2 has the properties in Theorem 1. In Sect. 5.4 we
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show that for a given r, there is only one ¢ and we obtain its asymptotic behavior as stated
in Theorem 1. Finally, in Sect. 5.5 we prove the uniqueness of r,, among all possible r € R.

5.1 A Family of Approximating Problems

From Sect. 5.1 through 5.4 we shall assume that » > 0. The following definitions are useful:

e For L > 0, let Cy, be the Banach space defined by

def .
Cr={z: [-L,L]— R |z continuous}, ||z|lz = sup |z(r)].

lr|<L

e Let A be the following subset of C;, (endowed with the induced topology)
ALE (e CL z0) =0, 1 <( = 2() <2(t). —y <z2(0) < pa).

Proposition 4 The set Ay has the following properties:

(i) it is bounded,
(i) it is closed,
(iil) it is convex.

These properties can be easily verified.
Let X be the set of functions given by

def . .
X = {z: R— R |z continuous for # € R, nondecreasing for ¢ < 0,

strictly increasing forr > 0, z(0) <O,

lim z(t) = —y1, and lim z(t) = y»}.
——00 —00

We endow X with the metric d(x, z) = sup;cg|x(¢) — z(t)|. Denoting by z|, the restriction
of a function z : R — R to the interval [—L, L], we define the set X as
def
XpS{z: R>Rlzlp €Ay, z@0)=—n. 1 <—L, z(t) =y, 1> L)}.

We endow X; with the the metric d(x, z) = supy < 1x (1) —z(@)]. Notice that every function
in X is an extension to R of a functign in Ay, originally defined on the interval [—L, L].
We denote this extension mapping by I' : Ay — X;. We define amapping A; : X; — X
by

t 0
Apz(r) o e"/esf(z(S))ds:/esf(z(s+t))dS-

It can be verified that A; z indeed belongs to X . Foreach z € X there exists aunique r(z) € R,
r(z) > 0, such that z(r(z)) = 0. For a fixed L, the composed functionr o A; : X; — Ry
satisfies the following bounds, independent of z.

Proposition 5 For a given L and any z € X we have

—L
c 71 +1§er°AL(Z)Sﬂ+eL.

V2 Y2
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Proof In the following, to simplify the notation, we will write r o A; (z) just as r. The
definition of A; implies that

/ e F(z(s))ds = 0. (28)

If r < L then the upper bound for r is trivial. So, let us assume that » > L. Using that
— f(z(s)) < y1 fors <0 and that f(z(s)) > 0 for s > 0, Eq. 28 implies

0 0 r r
vi=mn / Sds > — / ¢ f(z(s))ds = / & fz(s)ds > / & f(z()ds = yale” — b1,
—00 —00 0 L

This inequality implies the upper bound for r. Equation (28) implies that

0 r
e "y —/esf(Z(S))dS Z/esf(z(S))d& (29)
—L 0

The lower bound for r comes from the following inequality obtained from Eq.29

r

e fy < /e‘qf(Z(S))ds <yl —1).
0

We define the set X as

def . .
X, = {z: R— R|z continuous for # € R, nondecreasing for ¢ < 0,

strictly increasing for ¢ > 0,
lim z(t) = —y1, and lim z(¢) = y}.

1—>—00 —00
We endow X, with the metric d(x, z) = sup,cgr|x(t) — z(¢)|. We define the mapping 7, :
X — X, as T,z(t) = z(t + r(z)) and the restriction mapping I : X, — Ay . Finally, we
define a mapping Ay : Ay — Ap as

AL =ToT,0A; oT. (30)

Apz: [-L, L] — Ris continuous, bounded, nondecreasing, and satisfies Ay z(0) = 0. So,
Az indeed belongs to A . A more explicit way to write Ay is

t+r

ALz(t)défe_t_’/e‘YfL(Z(S))ds, 3D

where

fLz(s)) =—y for s <—L,
fL@z(s)) =y for s> L,
fL(z(s)) = f(z(s)) for [s| < L.

Proposition 6 The mapping Ap : A — AL (Eq.30) is continuous.
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Proof T and T are continuous, and to prove the proposition 6 we show that A; and T,
are continuous. The continuity of A; is proved in the following way. As f is continuously
differentiable there exists a constant p such that

lf) = fWI=plx—y| for —y1<x=yy, —-yi=y=mn.
Thus, if x € X1,z € X1, satisfy d(x, z) < § then

¢}

/eﬂ[.f(X(t —8) — [zt —s)))ds

0

A x(1) — Apz ()]

o0
< Mé/e_‘vds = ud,
0

implying the continuity of A; . Before proving the continuity of 7., it should be reminded
that r is a function of the point z € X to which 7, is applied. Let us denote by z, 7’ two
points in X and by r and r’ their respective zeroes (z(r) = 0, Z/(r") = 0), or, equivalently,
the values of the function r at z and z' (r(z) = r, r(z’) = r’). We want to show that for any
given z € X and € > 0 there exists a § > 0 such that d(z, ') < § implies that
d(T7', Trz) = sup |T2'(t) — Trz(t)| = sup |2'(t + 1) — |z(t +1)| <,
teR teR

where we have used the notation 7,z(t) = z(t + r) and Tz’ (t) = Z/(t +r'). Let § < €/2.
Since

@t +r)—zt+n|=1C+r) =zt +r)+ 20 +r) — 2@ + 1)l
<|Z@+r) =zt +r) +z@t +r) —z(t + 1)l

and |Z/(t +r") —z(t + )| < 8 < €/2 forany ¢ € R, we just have to show that it is possible
to further decrease § > 0 such that the following inequality becomes true

sup |T2(1) = T,z = d(z(t + 1), 2(t + 1) =d @t +1' —71),2(0) < €/2.
teR
The continuity, monotonicity, and boundedness of z imply that z is uniformly continuous.

So, it is possible to find the desired § if we show that the fungtion z —> r(z)is continuousi
namely, that for any given z € X and € > O there exists a § > 0 such that d(z/,z) < §
implies |r’ — r| < €. Setting €| def min{e, r/2}, we have z(r —€1) <0 < z(r +€1) as z is
strictly incrgasing on (0, co). Taking s def min{|z(r — €1)|, z(r + €1)} > 0, for 7’ such that
d(z,7') < 8, we have also 7/ (r — €1) < 0 < 7/(r + €1) so that 7’ has a zero r’ satisfying
|r —r'| > €1 < €, which proves that z — r(z) is continuous and ends the proof of the
proposition 6. O

Proposition 7 The mapping Ay is completely continuous, namely, Ay is continuous and
maps bounded sets into compact sets (see [9] Sect. 2.2).

Proof Since A;, C Cr isbounded and Ay : Ay — Ay is continuous by proposition 6, to
prove that Ay is completely continuous, it is enough to show that the range of A is compact.
This is a consequence of the Arzela-Ascoli’s theorem if we show that there exists a constant
K’, independent of z € Ay, such that

|[Arz(t) — Arz(t)| < K'|t —t| forall |t| <L, |t/| <L.
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The definition of Ay, and the fact that »(z) > 0, imply that the above inequality is true if
there exists a constant K, independent of z € X, such that

A, z(t) — A z(t)| < K|t — 1| forall +>—L, t > —L. (32)

For |t| < L, A; z is differentiable, and

d
EALZ([) =—Apz(0) + f(z@)),

which implies

d
’EALZU) <ALz + | f@(0)] = 2max{yi, y2}. (33)

Fort > L, A; z is explicitly given by
L

Aum=e4-w*m+/éﬂwmw+nw—&>
L

= ALz + 1 = b)),

which implies that A; z is differentiable and

d
‘EALZU) <e '|Apz(L)| +y2 < 2. (34)

Inequalities (33) and (34), and the continuity of A; z at t = L, imply that inequality (32) is
true, thus proving the proposition 7. O

The following proposition is an immediate consequence of the definition of Ay .
Proposition 8 The null function O € Ay is not a fixed point of Ap.

Finally, propositions 4, 7 and 8, and the Schauder fixed point theorem (see for instance
[9], Sect.2.2), imply the following lemma.

Lemma 1 The mapping Ay : Ap — Ap has a fixed point ¢, different from Q.

5.2 Uniform Bounds

Taking the fixed point ¢;, given by Lemma 1, we set
Prs(s) = T(d1)(5),

Grx(s) = ¢r(s) for [s| <L,
¢r«(s) = —y1 for s < —L,
¢r«(s) =y2 for s> L.
Furthermore, we denote by r;, =r o A; o T(¢1) the zero of Ao T(¢1), ie.

rL

et / e’ f(pr«(s))ds = 0. (35)

—0Q
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Our goal in this section is to find bounds, independent of L, for r; and for the derivative of

¢r.. From the definition of Ay (Eq. 31), for |¢| < L, we have
t+rp,
sy = [ & fgaonas
—00
Using (35) we can rewrite Eq.36 as
t+rp,
pL(t)=e""t / e’ f(prs(s))ds.
rL
We shall find an upper bound for 77, in several steps.
Proposition 9 There exists My > O such that if L > M thenrp < L.
Proof Let us assume that r; > L. Then, from (37), we obtain that for ¢ € [0, L]
t+rp
pL(t) =e "y / e’ds = ya(1 —e ™).
rL

Now, using (38), the facts that | f(z)| > |z| for —y; < z < y», and ¢1(0) = 0, we get

0 ry
"= — / ¢ f(pra(s))ds = / ¢ f(bra(s))ds
—00 0
rr L
> / S bru(s)ds = / Syl — e )ds = pal(e” — 1) — LI,
0 0

This inequality holds if, and only if, L < M, where M is the positive root of
n +1=eM—pm 1.
V2

Therefore, if L > M, thenr; < L.

Proposition 10 For L > M| the following two inequalities are true:

éL(rr) Sl et
fl@oLtrr)) —
g0,
glrr)

where g(rp) =e't — 1 —rp.

Proof From (37), proposition 9 and 0 < ¢t < r; we obtain
t+ry
L) =e 't / e’ f(@r«(s))ds

rL
t+rp

> ot / & Fbrar))ds = F@ronll —e 1.

rL
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For t = ry this inequality gives (39). From inequality (41), proposition 9, and ¢ (0) = 0,
we obtain

0 ry
"= — / & [ (ru(s))ds = / & f(Br(s))ds
—00 0
rp rp
> / &L (s)ds > / & Flpr(re))(1 —e*)ds
0 0

= flor(ri)le™ —1—rp] = ¢r(r)g(rL).
O

The fact that f is continuously differentiable, f(0) = 0, and Z—};(O) = v > 1, imply that
there exists » > 0 such that

f@ v+1
J T
z 2

for 0 <z <b. (42)
The function g appearing in proposition 10 has the following properties:
dg .
g0 =0, —=>(@)>0 for r>0, lim g(r)=oo0.
dr r—00

Therefore, there exists a unique r, such that g(r,) = y1/b and g(r) > y1/b, forr > r,. This
and inequality (40) imply that

¢L(ry) < "o b, if rp >ry. (43)
g(re)
Now, let . be the only positive root of
2
=1—e "
v+1
This implies that
v+1<1—e_’ if 7> re. (44)

Lemma 2 Let ¥ = max{ry, rix} and L > My. Then rp <7 independent of L.

Proof Let us assume that 7, > 7. This and inequality (43) imply that ¢ (r;) < b. Using
(39) and (44) (since r;, > ) we obtain

¢L(rr) Sl > 2 .
f(@L(rr)) v+ 1
But this inequality, and the fact that ¢;, (r;.) < b, contradictinequality (42). Thereforer;, <.
O
Lemma 3 Let L > M| and
7
r def yie > 0.
Y1+ 2

Then r < rr, independent of L.
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Proof Since r; < L (proposition 9) the function ¢/ is differentiable for r € [—L, 0]. Dif-
ferentiating expression (36) and using that f(z) < z for z € [—y1, 0] we obtain that, for
te[—L,0],

L) = —pr(t) + f(PL(t +7L))

t+rp

d
S @LO) + F L+ =5 / F(s))ds.

t

IA

Integrating this inequality in the interval [—L, 0], we obtain
—L+rp

—¢L(—L) < /f(¢L(S))dS - / f@rL(s)ds < (y1 +y2re. (45)
0 L

Equation 36, Lemma 2, the fact that r;, < L, and that ¢7 (s) < O for s < 0, imply that

—L+rp

pL(—L) =" {—pe F + / ' f(pr(s)ds} < —e "y < —e Ty, (46)

L
Adding inequalities (45) and (46) proves the Lemma 3. O
Lemma 4 There exist infinite sequences Ly, ry, ¢, n = 1,2, ..., with L, — coasn — 0o,

such that the limits
rm—>r>0, and ¢, > ¢ s n— o

converge. Moreover, ¢, converges uniformly, on compact intervals, to a function ¢ having
the following properties:

— it is continuously differentiable and nondecreasing;
- ¢0)=0;

- N =¢M) =nforteR;

— itis a solution of the transition layer Eq. 3.

Also, ¢, converges to ¢ uniformly on compact intervals.

Proof Let L = Ly, Ly, L3, ... be an infinite sequence of values of L and r,, ¢, k =
1,2, ... be their corresponding sequences of r; and ¢, . Propositions 2 and 3 imply that
the sequence r, is bounded from above and below by positive numbers. The sequence ¢,
is bounded, —y1 < ¢, (t) < y2, |t| < L, and it is equicontinuous (the equicontinuity
is a consequence of estimates (33) and (34) that are independent of L and are also valid
for ¢1 ). The remainder of the proof of this lemma involves standard limiting arguments for
sub-sequences of ¢, and r7, using “Helly’s 2nd theorem” (see, for instance, [10]), and the
fact that ¢, rp, satisfy the integral identity (36). O

5.3 The Nontriviality of ¢
We shall here show that the function ¢, obtained in the Lemma 4, satisfies
lim ¢(t) — —y1, lim ¢(@) — ys.
——00 —00

The following lemma shows that, to prove this, we only need to establish that ¢ (¢) is
nontrivial, i.e., there exists M such that ¢ (M) # 0.
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Lemma 5 [f there exists M such that ¢ (M) # O then ¢p(—1t)¢(t) < O forall t # 0 and
lim ¢@) - —y1, lim ¢() — y2.
t——00 t—00

Proof We remind that ¢ is nondecreasing and ¢(0) = 0. Therefore, either M > 0 and
¢ (M) > 0 or, conversely, M < 0 and ¢ (M) < 0. Assume that the former holds, and denote
by t. = sup{t|¢ () = 0}. As ¢ is a solution of Eq.3 we have qB(t*) = f(p(ts + 1)) > 0.
Given that ¢ is nondecreasing, we have ¢ (t) < 0 for ¢ < t,. This, and the fact that ¢ (0) = 0
imply that #, = 0 and ¢(—1)¢p(t) < O for t # 0. Conversely, assume that M < 0 and
¢(M) < 0. Then, ¢(r) > 0 and we are back to the previous case. Indeed, suppose this is
false, i.e. ¢(r) = 0. Then ¢(t) = O for t € [0, r], because ¢ is nondecreasing. But this
contradicts the fact that ¢ is a solution of Eq.3 (Lemma 4). Indeed, in this case the theorem
of uniqueness of backward continuation of solutions of (3) would imply ¢ () = 0 for all
t < 0, which is false. In summary, we have established so far that if there exists M such that
¢ (M) # 0 then

¢(—t)p(t) <0 forall r#0. 47)

This, the bounds —y| < ¢(t) < y»,t € R, (47), and the integral equation satisfied by ¢,

0
o) = / e fp(s+1+r))ds, (48)

—0o0

imply the limits in the statement of Theorem 1, namely

lim ¢@) — —y1, lim ¢(t) — ».
t—>—00 1—00

Indeed, using that ¢ > (0 we conclude that the limits lim;_, 1~ |¢ (7)| def |¢p (£00)| exist and
are bounded by max{y;, y2}. So, we can take the limits on both sides of Eq.48 to conclude
that ¢ (£00) = f(¢(£00)). This, inequalities —y < ¢(—00) < 0and 0 < ¢(00) < y», and
the hypothesis (HP1) on f (see Sect.2) imply the above limits. O

To complete the proof of the first part of Theorem 1, the only thing remaining is to establish
that ¢ is nontrivial.

Lemma 6 ¢ is nontrivial, i.e., there exists M such that ¢ (M) #~ O.

The proof of this is the content of the rest of the section, and will be given in a few steps. We
start with the following proposition.

Proposition 11 We shall assume that Lemma 6 is false. Denoting v = f'(0), then, for
any K > r, where r is the number given in Lemma 4, there exists a continuous function
x : [-K, K] — R, continuously differentiable on [—K, K — r) that satisfies the linear
equation

x(t)=—x@)+vx(t+r), for te[—K,K —r). (49)
and has the following properties: x(t) > 0, x(0) = 0, x(=t)x() < 0 fort # 0, and
x(0) > 0.
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Proof Let us consider the sequences L,,, r,, ¢, n = 1,2, ... 0of Lemma4. As we are assum-
ing that Lemma 6 is false, then, for any K > 0,

llonllk = sup  [@gu()] > 0 as n — oo.
—K<t<K-+r,

Let Nk be such that L,, > K + 2r, forn > Ng. Since an(t) > 0,fort € (—L,, L, —ryp),
and for each n > Nk there are two possibilities: either (i) ||¢,||x = |¢pn(—K)| or (ii)
[lnllk > |dn(—K)|, and ||@nllx = |¢u(K + ru)l.

First, assume that there are infinitely many values ny, ns, ..., of n > Nk, such that
llonllk = |¢n(—K)|. In this case we consider the sub-sequence ¢,,, ¢p,, ..., which,
after relabeling, we denote again as ¢p, ¢, ... Then we define a sequence of functions
Xy : (=L,,L,) — R, as

¢n (1)
| (—K)|

Clearly ||x,||x = 1. The function ¢, is differentiable fort € (—L,, L, —ry,). Differentiating
expression (36) we find that in this interval ¢, satisfies

X, (1) =

$u(t) = =Gu () + [ (@n(t + 1))
This implies that x,, n > Nk, is differentiable on (—L,, L, — r,), satisfies X, (¢) > 0, and
Xp(t) = —xp (1) +vx,(t + 1) + R(I$0 (=K, X, (t + 1)), (50)

where R is a continuous function such that R(0, x) = 0 and, for & # O,

def n fEx)

R(E,x) = —vx with v = f'(0) > 1.

Integrating Eq. 50 we obtain that x,, also satisfies the following integral equation:
to+ry

X (1) = e, (10) — / e [wx, (5) 4+ R(I¢a(— K|, xn(5))]ds (51)
t+ry
for—L, <t <ty <L,—r,.Givenany 6 > 0,0 < r/4,let Nk g be suchthatr —0 < r,, for

n > Nk g.Eachfunction x, is nondecreasing and satisfies |x, ()| < 1fort € [-K, K+r—0]
and n > Nk g. Therefore by “Helly’s second theorem” (see for instance [10]) there exists

a subsequence X, Xny, « - ., Of XNy o415 XNg g+2, - - -, that converges point-wise to a nonde-
creasing function x on the interval [- K, K 4+r —0]. After relabeling we denote the sequence
Xnys Xny, .. @S X1, X2, .... We claim that this sequence of functions is uniformly equicon-

tinuous on the interval |¢| < K. Indeed, fort € [-K, K + r,], |x,(¢)| < 1, which implies
that |R(|¢n(—K)|, x,(t + r,))] — 0 as n — oo, uniformly with respect to ¢, since by
hypothesis |¢,(—K)| — 0asn — oo. This, Eq. 50, and the uniform boundedness of |x, ()|,
t € [-K, K + r,], imply that |x, ()| is uniformly bounded for t € [-K, K] andn > 1,
which implies the uniform equicontinuity of x,,, for [f| < K. Therefore x is continuous for
|t] < K and x, — x converges uniformly, for |f| < K, as n — oo. This, Eq.50, and the
fact that R(||¢n||k, x(t + ry)) — 0 asn — oo uniformly for t € [—K, K] imply that x
is continuously differentiable on the interval [-K, K — r) and satisfies the linear Eq.49.
Finally, taking the limit as n — oo in Eq.51, for —K < ¢ < #tp < K — 6, and using the
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Lebesgue dominated convergence theorem we obtain that x satisfies the equation

to+r
x() = e x(ty) — / S ux(s)ds for — K <t <tg<K—6. (52)
t+r
Furthermore, x(—K) = —1, x > 0, and x(0) = 0. These properties, the fact that x is a

solution of Eq.49, and an argument similar to the one that lead us to statement (47), imply
that x(—1)x(t) < 0, for t # 0, and x(0) > 0, as stated in the proposition.

Now, we assume that in the sequences L, 1y, ¢, n = 1,2, ... of Lemma 4, there are
only finitely many values of n > Nk, such that ||¢,||x = |¢,(—K)]|. In this case we
consider the sub-sequence ¢y, ¢n,, . . ., that does not include these values of n. After rela-
beling, we denote this sequence as ¢1, ¢2, . ... Then we define a new sequence of functions
Xp . (=L,, L,) — R, as

t
o) = ®
|fn (K + 1)l
and repeat the same steps of the first case to obtain a sequence of functions x1, x7, . .. which

converges to a limit function x : [—K, K + r — 6] which has the following properties: it
is nondecreasing, it is continuous for |7| < K, it is continuously differentiable and satisfies
Eq.49 on the interval [-K, K — r), and it satisfies Eq.52 on the interval t € [-K, K — 0].
The difference in this case is that x (—K) may be equal to zero. In order to prove that x(¢) is
not identically zero on the interval [—K, K — r) we need the following argument.

The hypothesis on f imply that f(x) > x for0 < x < y». So, for —r, <t < L, — ry
the following inequality holds:

t+ry

. d
¢n(t):_¢n(t)+f(¢n(t+rn))2_¢n(t)+¢n(t+rn)za/¢n(s)ds

t
or after integrating

to+r, t+ry

b (to) — / ¢n(S)dsz¢n(t)—/¢n(S)ds

1o t

with —r, <t <t9 < L, — ry. Let us divide this last expression by ¢, (K + ry,), take r =0
and ro = K +r/2 to get

K+r/24r, Fn
xpn(K +r1/2) — / Xp(s)ds > —/x,,(s)ds.
K+r/2 0

Now, suppose that x(1) = 0 fort € [0, K +r — 6). Then lim;_, o, x, (K +r/2) = 0,
since 8 < r/4 implies K +r/2 < K 4+ r — 0, and lim,_, », x,,(s) — O uniformly on the
interval [0, r]. Therefore from the above inequality we get

K+7/247r,

n— 00
K+r/2

lim / X, (s)ds < 0.
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But this is false since x,, is a nondecreasing function of ¢, x(K + r,) = 1, and therefore the
integral on the left hand side of the above inequality must be larger then r/2 for any n. So,
we conclude that x (¢) is not identically zero for t € [0, K +r — 0).

Finally, suppose that x(t) = O for + € [—0, K] and x(¢) > 0 on some interval ¢ €
(K +oa,K+r—20),for some @ > 0and o < r — 6. Since x is a solution of Eq.52 with
to = K — 0, it follows that x(K + o — r) < 0 which is false. So, x(K) > 0 and again an
argument similar to the one that lead us to statement (47), imply that x(—#)x(¢) < O, for
t #0,and x(0) > 0. O

Let us define the function
¥ E —x(-1), 1€ (K K],
where x is the function given in proposition 11. This function satisfies the equation
y(@) =+y@) —vyt —r), for t € (—K +r, K], (53)

and has the following properties:

y >0, 54
y(0) =0, (55)
y(=1)y(t) <0 for ¢ #0. (56)

The following lemma contradicts the assumption that we can choose an arbitrarily large
K > 0, thus proving Lemma 6.

Lemma 7 There exists M > O such that if K > M then no functiony : (—K +r, K] - R
which is a solution of Eq. 53 simultaneously satisfies properties (54), (55), and (56).

To prove this Lemma 7 we need some definitions from the theory of linear delayed dif-
ferential equations (see [2,9]). The characteristic equation related to Eq. 53 is

POYE N —14ve =0, (57)

All the roots of this characteristic equation are on the left hand side of a vertical straight line
(c¢) in the complex plane. The fundamental solution & of Eq.53 is defined as the one that
satisfies £(t) = O fort < 0, and £(0) = 1. For 0 < ¢ < r it is explicitly given by £(¢) = €'.
The Laplace transform of & can be written in terms of P as

[ee)

b [ e teydr =
am—/esmm—mw. (58)
0

The function & is defined for u complex and is analytic on the left hand side of the line (c).
Using the inverse integral for the Laplace transform (see [2,9]) the fundamental solution has
the following integral representation in terms of P

1
(1) = / me“dx. (59)
(c)

Let
def
n = max{ReX|P(}) = 0}. (60)
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There is at most one pair of complex conjugate roots A, A1 of (57) (or a single real root) such
that Rex; = 7. In the case that 1| is not real, then A1, A1 are simple roots of the characteristic
Eq.57. Let

7 max(Rer|P() =0, A#A, A#£A <nl (61)

Using (59) it can be shown [9], [2] that if » < O then there exist 0 < a < —n, and b > 0,
such that

|E(t)| < be™, t>0. (62)

If n > 0and Ay = n 4+ wi, w # 0, then there exist constants a # 0, b > 0, ¢ € [0, 27), and
d € (7', n), such that

1£(t) — ae” cos(wt + ¢)| < be', t>0. (63)

This estimate is a consequence of (59) and the residue theorem (see [2] p. 116, ex.1). For
—K +r <t' <t < K the following “variation of constants formula” (see [2,9]) is valid

0
y(t) = y(HEE — 1) — v/é(z —t' — s —r)y(t + s)ds. (64)

The Eq. 64, and the above properties of &, will be used to prove Lemma 7. In order to simplify
the explanation we break the proof into the following three propositions (propositions 12,
13, and 14).

Proposition 12 Assume that n defined in (60) satisfies n < 0, and that Eq. 53 has a solution
v satisfying (55), (56), and such that y > 0 for t € [0, r]. Then, there is M| > 0 such that
V(K) < y(r) forall K > M. In particular y cannot satisfy (54) if K > M.

Proof The variation of constants formula (64) with ¢’ = r and inequality (62) imply

0
y(@) = y(r) 1§ =]+ V/ 1§ —r —s —r)lds

0
< y(r)be=4=") 1+v/e”(‘y+’)ds

—-r

= y)be ) {14 =@ =},
where y(r) > 0. Now, there is M1 such that
be= 14 2@ =} <pe 0 {14 S — ) =1
for all K > M. This implies that y(K) < y(r), thus proving the proposition. O
Proposition 13 Assume that n defined in (60) satisfies n > 0, and that Ay = n + iw, with
o > 0. Moreover, assume that Eq. 53 has a solution y satisfying (55) and such that y(t) < 0

fort € [—K,0). Then there is My > 0 such that for all K > M there ist € (0, K] such
that y(t) < 0. In particular, y cannot satisfy (56) if K > M.

@ Springer



232 J Dyn Diff Equat (2010) 22:203-252

Proof In this case Eq. 63 implies that
le & (r) — acos(wt + ¢)| < be” =1,

This equation, the fact that n —d > 0, and £(¢) > O for ¢ € [0, r], imply that there exists a
t =t, >rsuchthat£(z,) = 0and &(¢) > O fort € [0, t,). We claim that

Ety) =0 = &) <0 for t e (ty, ts+7r). (65)

Indeed, £ satisfies Eq. 53 implying that E (ty) = —v&(t, —r) < 0. Therefore, £(¢) is negative
in some interval (z,, 8). If £(§) = 0 and § < t, + r then é(S) = —v&(8 —r) < 0, which is
absurd. So,§ > t, +rand &(t) < Ofort € (¢4, 14 +1).

Now, let us take M> = t, + r and K > M. The variation of constants formula (64) with
t'=0andt = t, + r implies

0
y(te+r) = —v/é(t* — s)y(s)ds.
—r
As y(s) < Ofors < 0,and £(t) < O for t € (1, tx + r), it follows that y(t, + r) < 0, thus
proving the proposition. O

Proposition 14 Assume that n defined in (60) satisfies n > 0 and that Ay = 1. Furthermore,
assume that Eq. 53 has a solution y satisfying (54), and (55). Then there is M3 > 0 such that
y(—r) > 0 forall K > Ms3. In particular, y cannot satisfy (56) if K > M3.

Proof Let¢ : [0, 00) — R be the function defined as
0
def
40) Zé(t)—V/E(t—S—r)dS- (66)

Suppose that there exists 7 > 0 such that
¢ <0. (67)

Let us take M3 = ¢ + 2r and K > M3. The variation of constants formula (64) with
t' = —f —randt = —r implies

0
y(=r) = y(—1 —r)&() — v/&(f — s —r)y(—t —r + s)ds. (63)

y is nondecreasing, and y(0) = 0, so we obtain that y(—f —r +5) < y(—f —r) < 0 for
s € [—r, 0]. This, together with Egs. 68 and 67, imply that

0
y(=r) = y(=t —r) 1 @) — v/f(?—s —ryds = y(—t—r)¢@) = 0.

To finish the proof of this proposition it remains to be shown that there exists # such that (67)
is true. To this end, let us define the function ¢ : (1, 00) — R as

e}

O / e (1)dt. (69)
0
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Substitution of (66) into (69) gives

() = / e ¢ (t)dt
0
[ee) oo 0
= /e"”é(t)dt — v//e’”’g(t — s —r)dsdt
0 0 —r

—r 0

0 oo
=E@w) —v /e*"fs(t — s —r)dtds
0

o0

=E@w) —v / e Ul / e et )dl ds

-r —s—r

[u—v+ve ™7, (70)

s Cvl—e)) €W
—é(u)[l — ]— .

where é(u), u € (n,00), is the Laplace transform of £ restricted to the infinite interval
(n, 00). Equations 58 and 70 imply that

.o Ew) 1 "
C(u) = [u—v+ve™]= [u—v+ve ™. (71)
u uP(u)
Notice that
P(w) >0 for u>n, (72)

because 7 is the largest real root of P(#) = 0 and P(u) — oo as u — oo. Using that
P(n) =0, P is continuous, and v > 1, we obtain that there is an € > 0 such that

u—v+ve ™ =Pu)—v+1<0 for uec(@mn+el. (73)

Combining Eqs. 71-73 we obtain that Z(n+ €) < 0. This and the definition (69) of imply
that ¢ () must be negative on some interval, which implies the existence of 7 as stated in (67).

O
Propositions 12, 13, and 14, exhaust all the possibilities for 7. Therefore Lemma 7 is
proved and so is the existence part of Theorem 1. O
5.4 Asymptotic Behavior of ¢
The linearization of Eq. 3 at either equilibria, x(f) = —y; or x(¢) = y», leads to an equation
of the following type:
x(t) = —x(@) +ax(t +r), (74)

where 0 < a =a; = f/(—y1) < latx(t) = —y,and 0 <a =a; = f'(y) < 1 at
x(t) = y». The characteristic equation associated to Eq. 74 is

A+1=ae". (75)
Since r > 0, the characteristic Eq. 75 has only one root A with real part less than or equal

to zero (see [23]). Moreover, this A is real and has multiplicity one. This implies that the
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equilibrium x(#) = y» of Eq.3 is hyperbolic and it has a one-dimensional stable manifold
(see [9]). For a given r, there is only one family of solutions ¢ connecting x () = —y; to
x(t) = y», parameterized by time translations (one-parameter family). Below we show that
(1) > 0,fort € R, implying that there is only one solution such that ¢ (0) = 0. Moreover,
as a consequence of a variation of constant formula, ¢ admits an asymptotic expansion for
t — o0 as in the statement of Theorem 1, where A = —v» is the solution of (74) with
negative real part (see [9] chapters 9 and 10, or [4] Theorems 3.2 and 3.4). From Eq.75 we
seethat 0 < vy < 1.

‘We shall now show that ¢3(t) > 0, fort € R. Suppose there is a value 7 such that (ib(?) =0.
Then differentiating Eq.3 we get (1) = f/(¢ (7 + r+))$ (7 + ry). Since f’ > 0 (hypothesis
(HP3)) and qb > 0 then X(z) = 0, and (]3(? + r,) = 0. Repeating this argument inductively,
we get that for a sufficiently large integer k > O there exists a f = 7 + kr,, > 0 such that
$ () = 0. Notice that ¢ (7 + r,) < y» because ¢ is a solution on the stable manifold of the
equilibrium y», and must approach y» in a exponential way, as described above. But then,
from Eq. 3 and hypothesis (HP1), we get ¢ (1) = f (¢ (f +ry)) > ¢(f +ry), which is absurd.

Now, let us consider the linearization of Eq.3 at x(¢) = —y;, namely Eq.74 with 0 <
a=a; = f'(—y1) < 1. Inthis case it is possible to show (see [23]) that among all solutions
A of Eq.74 the one with smallest positive real part is real and has multiplicity one. It will
be denoted as A = v;. The proof that the asymptotic expression in Theorem 1 for ¢ holds,
as t — —o0, is more difficult than in the case # — 400 because the unstable manifold of
x(t) = —yi is infinite dimensional. Nevertheless, using that é(t) > 0 for all 7, we can show
that the discrete Liapunov function V given in [4] is one and, as a consequence of Theorems
3.2 and 3.4 of Cao [4], we obtain the asymptotic expression in the statement of Theorem
(1). We remark that to apply the results in [4] to Eq.3 we must change variables t — —t
to obtain a delayed equation. Moreover, at this point it is used the hypothesis f'(—y1) > 0.
If f’(—y;) = 0 then it could happen that, as t — —o0, ¢(t) — —y faster than any expo-
nential (see [4] and [1]). If we exclude the possibility of super-exponential solutions, then
it is natural that the dominant term in the expansion of ¢ in terms of eigenfunctions of the
linearized problem starts with exp(v;¢). All other eigenfunctions have real part larger than v;
and have nontrivial imaginary part. So, if the term exp(v;¢) would not be the dominant one
in the expansion of ¢, then ¢ (¢) would oscillate around —y, as t — —o0, and this would
violate the property ¢(z) > 0.

5.5 Uniqueness of 7

Now, consider Eq.3 with r < 0. The real part of any root A of the characteristic Eq.75 is
strictly negative, for all a such that |a| < 1. So, for r < 0 both equilibria x(#) = —y; and
x(t) = y» of Eq.3 are stable and there cannot exist a solution that connects them. Therefore,
Eq. 3 cannot admit a solution with the properties of ¢ if r < 0. So, only the case r > 0 needs
to be considered.

Let us assume that r and 7, 0 < r < 7, are values of r associated to solutions ¢ and ¢,
respectively, as in Theorem 1. Letv; > Oand —v, < 0 be the two real roots of the characteris-
ticEq.75 withr = r.Letv| > 0and —v < 0 be the corresponding roots for r = 7. It can be
shown that v; > v; and V2 > v,. These inequalities and the asymptotic expressions in The-
orem 1| imply that there exists M sufficiently large such that ¢(¢) > ¢(¢) for |¢t| > M. Since

both Q and ¢ are continuously differentiable and nondecreasing, we conclude that there is a
tranﬂation% on,Qa(t) f Pt —a), an(~1 avaluet of  such tha~1t¢(t) = ?ait{’ () = ?a(t),
and ¢ () > Qa (t),fort > t. Atthe point 7 Eq. 3 implies f@a (t+r)) = f(¢(t+7)) and since
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f'(x) > 0for —y; < x < y, (hypothesis (HP3)) we conclude that Qa(f +r)=¢@F+7).
Butr < 7 and éa (t) = 0imply ¢_(7+7) = ¢_(7+r) = ¢(7 +7) which is absurd because

o(t) > Qa (t),fort > f. Therefore, there can exist only one value of r,, as stated in Theorem 1.

6 Comments on the Proof of Theorem 3

As already mentioned, the statement of Theorem 3 (given in Sect. 3) differs slightly from
the original statement given in Chow, Lin and Mallet-Paret [6]. In this section we analyze
the modifications introduced by us. The Eq.(1.1) , in [6], after the time change t — —t,
is given by

y(0) = =y + f (@ + 7)),

2(t) = —z() + f(y@E + 7). (76)
For this equation Chow, Lin and Mallet-Paret ([6] Theorem 2.1) proved the existence of a
unique r > 0 and a unique solution (y, z), up to time translation, such that y(—oco) = —y1,

y(00) = 2, 2(—00) = 2, z(00) = —y1, y(t) > 0, and z(¢) < 0. Furthermore, they showed
that the strict inequalities, y(¢) > 0 and z(#) < 0, hold as long as z(¢) < y» and —y; < y().
Therefore, the time translation indeterminacy of their solution may be removed by imposing
v(0) = 0. Under this condition the following proposition holds.

Proposition 15 Let (y, z), with y(0) = 0, be the solution given by Theorem 2.1 in [6].
Let ¢ be the only value of t such that z(c) = 0. Then |c| < r.

Proof Equation 76 implies that y(0) = f(z(r)) > 0, because y(¢) > 0if y(t) < y». Then
f'(z) < 0implies z(r) < 0 and using that z(r) < 0if z(t) > —y; we get ¢ < r. In the same
way Eq.76 implies z(c) = f(y(c + r)) < 0 which implies y(c + r) > 0. Since y(0) = 0
and y(0) > 0 it follows that ¢ +r > 0. O

The functions ¢(¢) and x(¢) (Eq. 18 in Theorem 3) are then defined as ¢ () = y(¢),
x@)=z@t+c),r=r—c>0,andr =r +c¢ > 0.

The asymptotic expressions (19) given in the Theorem 3 are not given explicitly in [6], so
we shall obtain them now. Equation 17 either linearized at the equilibrium (y, z) = (=1, ¥2)
orat (y, z) = (y2, —y1) can be written as

y(#) = —y@) + pz(t + 1),
72(t) = —z(t) + qy (@ +71), (77)

where either (p, q) = (f'(12), f'(=y1) or (p, q) = (f'(=y1), f'(y2)). respectively. If 1
is the eigenvalue of the system with eigenfunction (y(z), z(¢)) = (¢1, &)er, Eq.77 gives

A+1 — pe)‘L cry_ (0
(—qe’w At 1 &) \o)° (78)
and A satisfies the characteristic equation

41 =Lhe (79)

where h = /pq, 0 < h < 1 due to hypotheses (HN3) and (HNS), and r = (r +7)/2 > 0.
Equation 79 has exactly two real roots (—v,, —Vp), non positive, satisfying —v, < —1 <
—vp < 0; furthermore, the (¢1, ¢2) coefficients in the eigenfunctions associated to them
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satisfy cq1¢c42 > 0 and cpicpa < 0 (see [6], proposition 2.1). Now, consider the asymptotic
behavior of the solution (¢ (¢), x (t)) ast — oo. This solution is in the two dimensional stable
manifold of the hyperbolic equilibrium (y(¢), z(t)) = (y2, —y1). Therefore, (¢ (), x (¢)) has
an asymptotic expansion as (see [9], Chaps. 8 and 9, or use the variation of constants formula,
write Eq. 77 as a perturbation of Eq. 17, and use that f is twice differentiable):

(1) = o+ acare™" + Bepre ™" + Ry (1),
X (1) = —y1 + acae™"" + Bepoe ™" + Ry (1)
where « and § are real parameters, |¢| + |8] > 0, and

|Ro ()] + R, ()]
ale™ter + [Ble "

We claim that 8 # 0. Indeed, if 8 = 0 then

— 0 as t— oo. (80)

(2 = )X (@) + 1) = —(acare™" + Ry (1) (acae™" + Ry (1))
= —a’cqicame 2 + R(1)
where |R(t)|/e %! — 0,ast — oo, due to Eq. 80. This equation and c41c42 > 0 imply that
(y2 — (@) (x(t) + y1) < 0 for ¢ sufficiently large which is impossible because ¢ () < y»
and (1) > —yq for all z. So, B must be different from zero. Since 0 < v, < 1 < v, the
expressions (19) in the Theorem 3 for the asymptotic behavior of (¢, x), for r — o0, hold
withO <v=v, < 1,bp = —Bcp1 > 0,and ¢; = Bcpr > 0.

Now, let us turn to the more complicated case of the asymptotic behavior for t — —oo.
Among all solutions of Eq. 79, the solution with smallest positive real part is real. It will be
denoted by v > 0. The (¢, ¢2) coefficients in the eigenfunctions associated to p satisfy
¢1¢2 < 0. The following lemma eliminates the possibility of super-exponential convergence
fort — —oo.

Lemma ELGiven any constanto > u there exist constants K (o) and T (o) such that |¢ (1)] +
Ix (@) = Ke’, fort < T (o).

This shows that the solution (¢ (z), x(t)) does not converge super exponentially fast to
(=y1,y2) as t — —oo. This and a standard argument using the variation of constants
formula for linear advanced equations, imply that as r — —oo the solution (¢ (¢), x (¢)) has
the asymptotic expressions (19) as given in the Theorem 3. To prove Lemma 8 is the only
thing that remains in order to complete the proof of the Theorem 3. The proof of Lemma 8
will be made in several steps, and for the solution of Eq. 76 instead of Eq.77.

Proposition 16 Given any o > u there exists a pair (P, Q),0 < P < p,0 < Q < ¢,
where (p, q) = (f'(y2), f'(=y1)) such that o is a real positive solution of

A+ 1=He"
where H = /P Q.

Proof Notice that the equation in the proposition is the characteristic Eq. 79 with the 4 choice
of sign and h = ,/pq replaced by H. o is the only positive root of the above characteristic
equation, and the function H — o, defined for 0 < H < 1 is strictly decreasing and onto
(0, 00). So, given 0 > p there exists a unique H < h such that o solves the above charac-
teristic equation, and P = p/H/h and Q = g+/H/h have the required properties. O
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Now, for a given o we choose P and Q as in proposition 16, and rewrite Eq. 76 as

Y(t) = —Y(t) + PZ(t +r) + F(Z(t + 1)),

Z(t) = —Z(t)+ QY(t + 1)+ G(Y (t + 1)) (81)
where

Y(t) = y() = (=y) >0, lim Y(1) =0,

Z(t) =z(t) —yp <0, t_l)ir_noo Z(t) =0,
and

F(Z)=f(Z+y)—-PZ GX)=/f —-y)—- QY.

Notice that F'(0) = p— P > 0and G'(0) = ¢ — Q > 0. Therefore, the asymptotic behavior
of Y and Z implies that given o > p there exists a 7 (o) € R such that

F(Z(t+r)) <0, for t <T(o0),

GY({t+r) >0, for t <T(0). (82)

Consider the adjoint equation to Eq. 81 after neglecting F and G, namely

A(6) = n(t) — QY (t —r),
Y(t) = Y(t) — Pyt —r). (83)

Notice that (n(t), ¥ (¢)) = e ?"(ay, az) is a solution of Eq.83, with a; > 0 and a < 0
satisfying the following equation

—o —1 Qe ar _ (0
(Pe‘” —a—l)(az)_(O)' (84)

Now, multiplying by n(¢) (1 (¢)) the equation in the first (second) line of (81), integrating
both equations from ¢ to 7'(o) > ¢ (integrating by parts the left hand side of the equations),
adding the resulting two equations, and using that (7, ) is a solution of (83) (this is a stan-
dard procedure to handle linear systems of delayed differential equations as described in [9]),
we obtain

T (o)
u(t) =u(T (o)) + / e [Pa1F(Z(s + 1))+ QarxG(Y (s +r))]ds, (85)

where
t+r
ut) = —e a1 Y(t) +arZ(t)] + 7" / e %[PaiZ(s) + QaxY (s)]ds.

t

Using thata; > 0,a; < 0, P < 0, Q < 0, and inequalities (82), it follows that the integral
in the right hand side of Eq. 85 is positive, implying u(¢) > u(T (¢)) forallt < T (o).

Proposition 17 The function u is positive for all t € R. In particular, u(t) > u(T (o)) def

c(o) >0, forallt < T (o).
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Proof In view of the inequality at the end of the last paragraph, it is enough to prove that

u(t) > 0fort € R. Let Q(s) e a1PZ(s) + axQY(s). For all s € R, Q(s) > 0 because
a; > 0,a0 <0,P <0,0 <0,Y(s) > 0and Z(s) < O (the proof that these last strict
inequalities hold for all s € R, under the hypothes1s =y f (y2) > 0, is glven in [6]
proposmom 2.6 and 2.7). Moreover, Q(s) = a1PZ(s) + azQY(s) > 0 because Y(s) >0
and Z(s) < 0. Therefore,

4r t+r t+r

/e_‘”[Palz(s) + QarY (s)lds = /e_‘”Q(s)a's > Q(1) / e %ds
1

t t
—ot

€ _
=Q()— (1 —e ).

This and the definition of u(¢) imply

—ot

u(t) = —e~ @Y (1) + a Z()] + e Q1)

—ot

(1—-e"%)

{Y(Ol-oar + (7" — Dax Q1 + Z()[—0az + (¢7" — Da; P1}.

From Eq.84 we get —oa; +e°" Qay = a; and —oay + €°” Pa; = ap. Substituting these
equations in the above inequality we obtain

—ot

u(t) > —— (Y (O)lay — 0] + Z(t)ay — a1 PJ).

Again from Eq. 84 we get (14+-0)a; = e°” Qan, and from proposition 16 we geto +1 = He”
which imply Qa; = Haj, and analogously we get Pa; = Hay. So substituting these equa-
tions in the inequality above we finally get

—ot

u(t) > ¢ {Y()ai(1 —H)+ Z(t)ax(1 — H)} >0

because a; > 0,a2 < 0,Y () >0,Z(t) <0,and0 < H < 1. O
Now, we prove Lemma 8. From proposition 17 and the definition of u(¢) we get for
t <T(o)

t+r t+r

e’ / e "[Pa1Z(s) + QarY (s)]lds = " / e 7 Q(s)ds

t t
e Na Y@O)+aZ(®)]+c¢ > ¢
because a; > 03 a» <0,Y(t) > 0,and Z(¢) < 0. As in the proof of proposition 17 we have
Q(s) > 0 and Q2(s) > 0 which together with the previous inequality imply
t4r t+r
e < /e_‘”Q(s)ds < QU +7) / e Sds = Qi + 1)

t

—ot

(I—e™),

from which we derive
co

Qt+r1)>e’!
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Let C def min{—a; P, a, Q} > 0. Then
CAYDOI+IZOD =CX @) — Z(@1)) =2 a1 PZ(t) + a2 QY (1) = Q(1).

The last two inequalities imply the inequality in Lemma 8.

Now, the asymptotic behavior in Theorem 3 and the fact that d')(t) >0and x(t) <0
imply that x (#) < y2 and ¢ (¢) > —y1, for all # € R. This and a result in [6] (Theorem 2.1)
mentioned in the beginning of this section imply that $(1) > 0and (1) < Oforall r € R.

Finally, we have to show the inequality (20) in Theorem 3. Equation 78, the definitions

of u, v, by, by, c1, c2, and A def f'(y2) and B def f'(=y1), imply the following equations
(1 + wb

(I + wea
(I =v)by = —Bexp(—vr)cy,

—Aexp(ur)ca,
—Bexp(ur)by,

(1 —=v)c; = —Aexp(—vr)bs.
Dividing the first and the fourth equations of this system we get:

cico _ 14+ u
In{ — =In{—— 0.
n(blbz)—i—ug—i—vr n(l—v)>

Finally, dividing the second and the third equations of this system we get the inequality (20):
b1b 1
In (1—2) + ur +vr =1In (ﬁ) > 0.
cico 1—v

7 Proof of Theorem 2

The proof of Theorem 2 will be given through a series of propositions and lemmas. The
following proposition is concerned with the numbers 7; appearing in the Eq.7.

Proposition 18 For a given & > 0 the equation ¢.(t) = x(t — &) has a unique solution of
the form

b
Pt =M L€ (—2) teE(l/e).
M2 +v2 U2+ 2

In the same way, for a given & > 0 the equation x.(t) = ¢ (t — &) has a unique solution of
the form

§vy € (61)
t=t¢&,e) = + In{ — ) +€E/e).
Hrtve o prtv by /

€ is defined in Eq.9.
Proof From Theorem 1 we get that ée > 0and ¥ < 0. So, if a solution to each equation in
the proposition exists, then it is unique. The asymptotic formulas for ¢ and yx in Theorem 1
imply (definitions of £ and £_ given in (9) and (10), respectively)

$e(t) = —y1 +brexp(viz/e)[l + E_(t/€)],

Pe(t) = y2 — baexp(—vat/e)[1 + E(1/€)];

Xe(t) =y2 — caexp(uat/e)[1 + E_(t/€)],

Xe(t) = —y1 +crexp(—pit/e)[1 + E(/e)].

(86)

87)
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For € < 1 there exists @ independent of €, sufficiently small, 0 < o < 1, such that ¢ (¢§) <
Xe(aE — &) (fort = a&) and ¢ (& — a€) > xe(—af) (fort = & — a&). So, a solution ¢ of
the equation exists and «§ < t < & — «&. Using the asymptotic expressions above we write

(1) = xe(t — &) as
by exp(—wat/e)[1 + E(t/e)] = crexp(ualt — EDI1 + E-([t — &]/O)].

Taking the In of both sides we get

o Ema e (12)+ S {e/e) — eIt —E1/)).
m2+v2  pu2+v2 \e2 2 +v2

So, the a priori bound 0§ < ¢t < & — &, implies the result in the statement of the proposition.
]

Corollary 1 The numbers n; appearing in Eq.7 are approximately given by,

€ b
mo=01+ —2—5 + In (—2) +eE(1/e), iodd,
M2 +v2 M2 +v2 (%)

and

V1 € Cl .
i =01 + 8 + In{ — ) +eE(/e), ieven.
=i pi+ve o (bl) /e

We recall that 6; = 6; — 6;—1 > 0 and 0y def —er.

Proof 1t is enough to notice that for i odd »n; is defined as the solution of ¢.(t — 6;_1) =
Xe(t — 6;) and for i even as the solution of x.(t — 6;—1) = ¢ (t — 0;). ]

Before presenting the Lemma 9, which is the main point in the proof of Theorem 2, it is
convenient to introduce some notation. We define

éi =6;+er, i=0,1,...,n.
Notice that 50 =0and én = 1+ er. We also define
Ai = ¢e(i —0i—1) — xe(mi — 6;), fori odd,
Aj = xe(mi —6i—1) — ¢e(ni — 0;), fori even. (88)

Lemma 9 Foragiven$ € A, let x be the solution of Eq. 1 that satisfies the initial condition
x(t) = z(t+ 1), fort € [—1, 0], where z is the function given in (7). Then fort € [0, 1 + 1]

1

X(1) = ¢e(t = 0) + D expl—(t —np)/elAj, mi <t <mip1, 0<i<n, ieven,
j=0
i

xX(1) = xe(t = 0) + D _expl—(t —nj)/elAj, mi <t <mipr, 1 <i<n, iodd, (89)
j=0

with the definitions Ag def 0, no def 0, and np41 def 1+ n1.
Proof Fort € [0, 1] Eq. 1 with the above initial condition can be written as

€x(t) = —x(t) + f(z(1)).
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Fort € [0, n1), from Eq.7, we get

ex(t) = —x() + f(pe(t + €r)).

Since x(0) = 0, this equation is solved by x(#) = ¢.(¢) (see Eq.4).
Fort € [ni, nit+1), 1 <i < n,iodd, Eq.1 becomes

€x(t) +x(1) = fxe(r = 6). (90)

Notice that x,(t) = xe(t — éi) = Xe(t — 6; — €er) is a particular solution of this equation,
for t € [ni, ni+1). The Eq.90 is a linear non-homogeneous equation for x, since the right
hand side of the equation is given. Moreover, x(¢) = x,(¢) + le=0 exp[—( —nj)/elAjis
also a solution of this Eq.90 for ¢ € [5;, n;4+1), because each term exp[—(t — n;)/€]A isa
solution of the linear homogeneous equation €x(r) 4+ x () = 0.

Fort € [ni, ni+1),2 <i < n,i even, Eq. 1 becomes

€x(t) +x(1) = f(¢e(t — 67)). oD

Now, x,(1) = ¢e(t — éi) = ¢(t — 6; — er) is a particular solution of the Eq.91 for
t € [ni, ni+1). Likewise the i odd case x(f) = x,(t) + Z;:o exp[—( —nj)/elAj is a
solution of Eq.91 for ¢ € [n;, ni+1)-

So, we have shown that the functions given in Eq. 89 solve Eq. 1 in the intervals (1;, 7j4+1).
If we show that these solutions glue continuously at the points 71, ..., 1, then they will also
glue differentially, since the differential equation is satisfied in a neighborhood of 7;, and the
Lemma 9 will be proved. At n;, 1 <i < n, the function x (89) for i odd satisfies

(i) = Him = xe(n =0+ 3 expl—(ni —nj)/€lA;
i— j:()
_ i—1
—{¢e(ni — 0i—1) + D expl—(ni — n,)/€lA;
j=0
= Xe(i — 0) — pe(mi —Bi—1) + A; =0,

due to the definition of A;, Eq.88. In the same way we show that at n;,2 <i < n, i even,
the continuity of x holds. O

Proposition 19 The A;, i = 1, ..., n, defined in (88) satisfy the following estimates. For i
odd, 1 <i <n,

_ v 8
A; = exp [ﬁ—] (ki + E(1/€))
M2+ 12 €

where

-1y

M2
k1 = —b2 €X |:
P n2 +

In(by/c2) + v2r] ~+ crexp |:
H2 +

ln(bz/cz) - /,Lzl’i| < 0. (92)

V2 V2

Forieven, 2 <i <n,

— v 6
A; = exp [ﬂfl] (ko +E(1/€))
np + v €
where
Vi —M1
ko = —bj exp |: In(c1/b1) — vlr] + c1 exp |: In(c1/b1) + er] > 0. (93)
m1+ v m1+ v
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Proof For i odd, from corollary 1, and the definitions G; =6; +erand & =6; —6;_; > 0,
we get

mi—G i =ni— 6 —er = 25 +€|: In(ba/c2) —r] +eg(l/e),

U2 +v2 M2+ 2
and
~ —V
Ni— 0 =i — 8 — 0| —er = 25 +e|: ln(bz/cz)—r:| +e&(1/6).
H2 + 2 M2+ v

These expressions, the definition of A; (Eq. 88), the fact that ; — éi_ 1 >0andn; — éi <0
for € small, and the asymptotic expressions for ¢ and y. given in Eqs. 86 and 87, respec-

tively, imply the estimate for A; in statement of the proposition 19 (i odd). Now, consider the
def

function G(t) == ¢ (t — 6;—1) — xe(t — 6;). This function satisfies G(t) >0,G(n;) =0,
and therefore G(n; — er) = A; < 0. This shows that k; < 0. The results for ; with i even
are obtained in the same way. O

Proposition 20 Fori = 1,2, ..., n the following holds

> explnj/elA; = explni/elAi(1+E(1/€)).
j=0

Proof For j odd, from corollary 1 and proposition 19 we get
0;— 8 1 b
exp[n;/elA; = exp|: i + k2 2% + In (—2) +é’(1/e):|
€ U2+ v € M2+ 12 c2
—u2v2 8
M2+ V2 €

xexp|: ](k1+5(1/€))

1
= Bjexp (m[uz(l —v)0; +v(1 + ,uz)9j71])

def Bjexplaj/€], (94)

where Bj < 0 is a function of € that remains bounded and strictly negative as € — 0.
Analogously, for j even,

explnj/elA; = exp |:0j_1 + v 9 + ! In (c—l) +5(1/e)i|

€ mHv€e  p+u by
X eXp [“7””4} (ks + E(1/€))
n1 +vp €
— B, = ub; 1 6;
/eXP(E(m+V1)[V1( n1)0; + (1 +v1)0; 1])
def
= Bjexpla;/epl, (95)

where B; > 0 1is a function of € that remains bounded and strictly positive as € — 0. So,

> expln;/ela; = > explaj/e]B;.

j=0 j=0

where a are quantities that do not depend on €, and B (¢) are continuous and remain bounded
and strictly different from zero as € — 0. Therefore, if ay > aj, j = 1,...,i} (recall
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that Ag = 0) then Z;ZOexp[aj/e]Bj = explay/elB;(1 + E(1/€)). So, for 1 < j < i
we must find the largest exponent amongst those in Eqs.94 and 95. From Theorem 1 we
have that 0 < p; < 1 and 0 < vy < 1, so the constants multiplying 6; and 6;_ in
Eqgs.94 and 95 are positive. For i odd, this, and the fact that 6y < 611, imply a; > aj,
for all j odd with 1 < j < i, and @;—1 > aj, for all j even with2 < j < i — 1. So,
max{a; : 1 < j <i—2} < max{a;_1, a;}. The same happens for i even. Now, for i odd,
using that 6; > 6,1 > 6;_», we get
0i—1

1
aj = —————[u2(1 —v2)0; +vo(1 + p2)6;—1] > ,
€(ua +v2) €

0i—1
il — b1 + (1 +v)bi2] < le ,

a_| = ———
e(ur +v1)

which implies that ¢; > a;_1. For i even, using that 6; > 6;,_1 > 6;_», we get

1 0;
aj = ————[i(1 = w)b + (1 + )] >
e(ur +v1) €
1
aji—1 = ———[pu2(1 = v2)0;—1 + v2(1 + p2)0i 2] < O; 1€,
€(u2 +12)
which implies that a; > a;_1. ]

Lemma 10 Let x be the solution of Eq.1 that is given in Lemma 9. It satisfies x(0) = 0
and, for € sufficiently small, x has n zeroes in the interval (0,1 + ny), x(6]) = 0, with
0<6] <05, ....0, <1+

Fori odd, 1 <i < n, 0] satisfies the following estimate:

8.

0] =6; +er —a; with o; = eexp [—7’] (ks + E(1/€)), (96)
€

where (recall that §; = 6; — 6;_1 > 0),

p &t v (1 + p2)
w2 + v

ki [ 1
0, k3=- ex In(by/cr) — r] > 0,
7 &P oy v, M

and ky < 0 (Eq.92, proposition 19).
Fori even, 2 < i < n, 0] satisfies the following estimate:

8.
91»’ =0; +er —o;, with o; = eexp [—2] (ks + E(1/€)), 97
€
where
1
a=M> , 4=.2 exp|: ln(cl/bl)—ri|>0,
n1+ vy ¢(0) M1+ v

and ky > 0 (Eq.93, proposition 19). We define ) = 0 and o9 = 0.

Proof Let us consider the case of i odd. From Lemma 9, ¢/ is the solution of the following
equation

xX(1) = xe(t —0) + D_expl—(t —n;)/€lA;. (98)
Jj=0
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Let us define

i

! —
T =

, and R(e) = Zexp[—(éi —nj)/€lA; =0.
=0

Then Eq. 98 can be written as

eTxt) =l x(T) + R F(T, R) =0,
where x(T) = xe(eT) is the function given in Theorem 1. Function F (T, R) satisfies
F(0,0) = 0 (because x (0) = 0), a7 F(0,0) = x(0), and 9g F(0,0) = 1. S~0, the solution of
F(T, R)is givenby T = —[R/%(0)] + O(R?), and using that e T = 0 —6; =0 —0; —er,
we get

) R(e)
0; =6; +er —e—=(14+ O(R)). (99)

x(0)

Now, from corollary 1 and propositions 19 and 20 we obtain

R(€) = exp(—6i/€) D explnj/e]Aj = expl—(6; — ni) /€l Ai(1+ E(1/€))

j=0
— exp [M ﬁ} exp ( Lo (@) - r) (ki + E(1/€)). (100)
Mo +v2 € M2 +v2 c2

Equations 100, 99, the expression (92) for k1, and the fact that x(0) < 0, imply that 6[ is
given by Eq. 96 in the statement of Lemma 10, for i odd.
For i even, from Lemma 9, Oi’ is the solution of

xX(1) = ¢e(t —0;) + D _expl—(t —n;)/e]A; = 0.

Jj=0
The same reasoning used in the case of i odd leads to the following expression

0 =6 +er—e X901 o) (101)
e $(0) ’

where R is given by Eq. 100 (same expression as in the case i odd). Using corollary 1, and
propositions 19 and 20, R(e) can be written as

R(e) = exp(—6i /€) D expln;/e]Aj = expl—(6i — ni) /el Ai(1 + £(1/€))
j=0

_ —mil+v) 6 1 cy
= exp [7M1 o e]exp (Ml o In (bl) r) (ko + E(1/€)). (102)

This equation, the Eq. 101, the expression (93) for k2, and the fact that ¢(0) > 0, imply that
6/ is as given by Eq. 97 in the statement of Lemma 10, for i even. O

The initial condition that generates the solution x in Lemma 9 is in the set X,, (see the
paragraph after Eq. 10 for the definition of X,, and other function sets used below). Lemma 10
implies that, for € sufficiently small, the first zero of x after t = 1 is given by 6, < 1 + 7.
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Indeed, 9/ -1 = =6,_1+er+&(/e)and 6,1 < 1, s09 _; < I for e sufficient small. Then,
using that 0) =6, +er +E(/€), 0, =1, and from corollary 1,

81 +0O(e) > 0,

M —er = —er 460+ —2 81 4 O(e) = —2¢ + —12
M2 + V2 M2 + V2
we get that | < 6, < 1+ ny, for € sufficiently small. So, according to the definition of
X, in Sect. 2, the initial condition of Lemma 9 is in X,, with T = 6/. Then Lemma 10
implies that 7 is given by the expression (11) as stated in Theorem 2. From the definition of
F,(x) = yr(x) we get that F, (x)(t) = x(t + 6,,), for t € [—1, 0], where x is the solution
given 1n Lemma 9 Notice that for € sufﬁ01ently small the zeroes of F,(x) are located at
146, <146 < <—140,_1 <1—6, =0, where §; = 1 — 0, 4 0.. Now, if we
define §y = —er = 6y as before and 8 = 0 — 0 = 0! — 9;71 then, from Lemma 10, we
get the Eqgs. 13 in item (iii) of Theorem 2.
The following lemma completes the proof of item (ii) of Theorem 2.

Lemma 11 Let

def 1253%) H1v] 1253%) Hav2
B = min 1, 8, 83, ..., S
p2+v2 o v H2 + 12 H2 +v2

Then

sup | Fy (x)(t) = Pp o Fp(X)(D)] = [|Fn(x) — P o Fu(x)llo
te[-1,0]

< exp [—é} (ks + E(1/¢€)), (103)
€
where ks = max{|ky|, |kz|}, and k1 and ky are given in proposition 19 (Egs. 92, 93).

Proof Let 0] be the zeroes of x as given in Lemma 10 (Eqs.99 and 101). Using proposition
20 we can write the solution x(¢) (89) (Lemma 9) as

x(t) = et — 6) + expl—(t — i) e]A; (1 + E(1/€)), mi <t <mip1, i even,

- (104)
x(t) = xe(t — 0;) +expl—( —ni)/e]Ai(1 + E(1/€)), ni <t <nit1, iodd,
fori =1,2,...,n, where 0,4 def o).
To prove Lemma 11, we have to compare x (¢) to the following function
1) = ¢e(t — (0, — 1 —€r)) = ¢e(t +0,), for —o, <1<,
(1) = xe(t —6y), for ny <t <nm,
2(t) = et — 0y), for 1y <t =3,
2(1) = ¢pe(t —0)), for n, <t <0, =1+er—oy, (105)

where the numbers ] are such that Z is continuous. Notice that P, o F,, (x)(r) = Z(t + 6},).
As in corollary 1 the numbers 5} are approximately given by

ne g €

’ /
T T 4w

by .
In{ =) +e€£1/e), iodd,
2

and

@ Springer



246 J Dyn Diff Equat (2010) 22:203-252

N =6_,+ - 8 + ¢ In (C—l) +€e£(1/e), ieven
PN v+ by ’ ’

where in the above expressions we shall use §) = —o,,. From these expressions, corollary 1,
and Lemma 10 we get

n =ni+er+eE(lfe), for i=1,...,n.
In particular, for € sufficiently small »; > n;. Thus, for r € [n], ni1], i even, 2 < i < n,
with 7,41 % 6/, we get from Eq. 105
x(t) = 2(t) = et — 6;) — pe(t — 6)) +expl—(t — n;)/elA; (1 + E(1/€)).

Let |Apqx| = max{|Ajl|, j = 1,2, ..., n}. From the definitions of 8 and k5 we get |A x| <
ks exp~P/€. Then using proposition 19 and Lemma 10 we get that for any 7 € R the following
inequality holds:

1
. o | . def o]
[pe (t +0i) — e ()] = |oj| | [ Pe(t + s07)ds| < — max |p(t)] = ke
€ teR €
0
loi
=|A ke = [Apmax|E(1/€). (106)

mas| | Apmax €
So, for t € [n}, ni+1], with i even, we get
X (1) — 2(0)] < [Amax|E1/€) + |A;] < [Apax|(1 +E(1/€)) < ksexp P/€(1 + E(1/€)) .

In the same way we prove that |[x (1) — 2(1)| < ksexp P/¢(1 + E(1/¢)), for t € [}, ni41],
with i odd. Now, for ¢ € [—0,, 1] inequality (106) implies

X (1) = 2(0] = |¢e () — et + 0n)| = |Amax|E(1/€).

So, to finish the proof we have to show that the inequality (103) in the Lemma 11 is valid for
t € U [ni,n/]. Letus do it for # € [;, n;] withi odd, 1 <i <n — 1. The cases i = 1 and
i even are proven in a similar way. From Eq. 105, and the expression for Z, for ¢ € [n;, 1],
we get

x(@) —z2(t) = G@) +exp[—(t — ni)/elA; (1 + E(1/€)), where
def ~
G(t) = xet — 0;) — pe(t —0]_)).
Now, using the definition of 7], that x. < 0,6 = §; —o0;,and 0; > 0 we get

0=xe(m} —0; + ) — pe () — 0/_)) < xe(n} — ) — e () — 0_, = G(n})).

This, ; < n;, and G(t) < 0 imply that G(n;) > 0and 0 < G(t) < G(;) fort € [n;, .
From proposition 19, A; < 0 fori > 1 odd, implying

x(1) —2(t) = G(t) + exp[—(t — ni) /e]lAi (1 + E(1/€)) < G(t) < G(n;).

Thus from Eq. 106, from the definition (88) of A;, and for ¢ € [n;, r]lf], i > 1 odd, we get

X(1) = 2(t) < Gi) = xe i — 6;) — pe (i — ;1) + e (i — Gi—1)
—e(Mi —Bi_1 +0i_1) < Ai 4 | Apax|E(1/€) < ksexp™P/C(1 + £(1/€)).
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Finally, for 7 € [n;, n/] withi > 1 odd, using that G(r) > 0 we get:

x(t) = z(t) = G(t) +expl—(t — n;)/e]Ai (1 + E(1/€))
exp[—( —n)/elAi(1+E(1/€)) > Aj(1 + E(1/¢))
—ksexp P/E(1 + £(1/€)).

\

\

[m}

The last part of Theorem 2 that has to be proven is its statement (i). This statement is a
consequence of the following Lemma 12.

Lemma 12 Let vy, (x)(s) = x(t + 5) and ¢;(x)(s) = Z(t + 5), s € [—1, 0], where x(t),
t € [—1, 14 n1] is the solution given in Lemma 9 and 7(t) = z(t + 1), t € R, where z is the
periodic extension of the function in Eq.7. Then

sup  |x(t) —z(1)| < exp [—é] (ks +E£(1/€)),
te[—1,1+4n] €

where n1 > 0 is given in corollary 1 and f and ks are given in Lemma 11.

Proof From Lemma 9 the difference x(z) — z(¢) is zero for t € [—1, n1]. In the interval
[171, 1 + n1 + er] the function Z is given by

(1) =t —0;) mi+er <t <mi+er, 0<i<n, ieven,

1
) =x(t—0)+D> mi+er<t<nqi+er, 1<i<n, iodd,
j=0

where we use ng + €r def 0 and 7,41 def 1 + n1. Thus, from Lemma 9 and proposition 20,
fort € [ni +er,mis1],i =1,2,...,n, we get

ZCXp[—(t —nj)/€lAj| = lexp[—(r — ni)/€]Ai (1 + E(1/€))]

j=0

exp [—g} (ks + £(1/€)).

[x(2) — z(0)]

IA

Fort € [n;,ni +erl,1 <i <n,iodd,

l
~ def = ~
x(1) = 2(t) = G+ > _expl—(t —nj)/€lA;, where G(t) = xe(t — 6) — e (t — 6;1).
j=0
Then estimates similar to those made in the proof of Lemma 11 for a similar function
G appearing there give the inequality [x(z) — ()] < exp [—é] (ks + £(1/€)). The case
t €ni,ni +er],2 <i <n,ieven,is proved likewise. O

8 Proof of Theorem 4
The proof of Theorem 4 will be given through a series of propositions and lemmas. The

propositions and lemmas in this section have analogues in the previous section. Moreover,
the proofs use the same ideas. So, most of the proofs in this section will be omitted.
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Proposition 21 For a given & > 0 the equation ¢ (t) = x(t — &) has a unique solution of
the form

_ __tn € b2
(=160 = -I—M_H)ln(cz)—l—ecf(l/e).

In the same way, for a given & > 0 the equation x.(t) = ¢.(t — &) has a unique solution of
the form

_ _ su € c1
1=1(€) = iy + V+M1n(bl)+68(1/e),

W, v satisfying (20).
Proof The proof is similar to that of proposition 18. O
Corollary 2 The numbers n;, i = 1,2, ..., 2n appearing in Eq.23 are approximately given
by,

€

%
=0+ —8 +
Ui i—1 ,u—i—vl Lt

In (b—z) +€&(l/e), iodd,
2

12 € Cl .
i =01+ ——8 + In{ — ) +e€£/e), ven, 107
i i—1 V+Ml v+ p (bl) (/) Leven ( )

where 8; =6, —6;_1 > 0,i = 1,2,...2nand 6y & —eF.

In the following we just prove the statements in Theorem 4 related to the initial condition
x € Y, N W,, which is associated to § € A,,. The statements related to the initial condition
x € X, N'W, are proved in the same way. Before presenting the Lemma 13, which is the
main point in the proof of Theorem 4, it is convenient to introduce some notation. We define

éi:9i+6£, i:],3,5’~~-sns
§i=9i+677 i=2,4,6,...,n_17

with 8y = 0 and

A= xei —0i-1) —¢emi —6;) i=1,3,5...,n,
Ai =i —0i—1) — xei —0;) i=2,4,6,...,n—1. (108)

Lemma 13 For a given § € A, let x be the solution of Eq. 1 that satisfies the initial condi-
tion x(t) = z(t + 1) (notice that the initial condition is in Y, N Wy,), fort € [—1, 0], where
7 is the function given in (23). Then on the interval t € [0, 1 + 1]

1
X(t)= ¢e(t —0)+ D expl—(t —np)/€lA; mi <t <miy1, 1<i<n, iodd,
=0
” (109)
1
X(1) = xet—6)+ D expl—(t —nj)/elA; ni <t <niy1,0<i <n, ieven,
j=0
with the definitions Ag def 0, no def 0, and np41 def 1+ n1.

Proof The proof is similar to that of Lemma 9. O
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Proposition 22 The A;,i =1, ..., n, defined in (108) satisfy the following estimates. For i
odd, 1 <i <n,

A; =exp [——} (ki +E(1/€))
n—+ve
where
v B m
k1 = c1exp |: In(by/c2) + vrj| — by exp|: In(by/cy) — ME] >0. (110)
v v
Forieven, 2 <i <n,
A= exp[ -~ —’] (ks + E(1/€))
V+ U €
where
uw _ —v
ky = coexp [ In(c1/by) — ;Lr] — by exp [ In(c1/by) + vgj| <0. (111
v+ u v+ u

Proof The inequalities for A; and the expressions for k| and k» are obtained in the same
way as those in proposition 19. The proofs that k1 > 0 and k» < O are different. After some
algebraic manipulations of the expressions for k1 and k> (Eqs. 110, 111) in the statement of
the proposition 22 can be written as

—V _ c1Cc2 _
k1 = In(b + 1— —In{—=) —pur—
1 = c1exp |:li ” n(bz/c2) vri| [ exp [ n (b1b2) ur vr“

and
b1b
ko = cZexp|: i In(c1/b1) — u?} [1 — exp |:1n (L) + ur + vgi“ .
v+ cic2
These two inequalities, and the inequality (20) in Theorem 3, imply that k; > 0 and k; < O.
]
Proposition 23 Fori = 1,2, ..., n the following holds
i
> explnj/elA; = explni /e Ai(1 + E(1/€)).
j=0
Proof The proof is similar to that of proposition 20. O

Lemma 14 Let x be the solution of Eq. 1 that is given in Lemma 13. It satisfies x(0) = 0
and, for € sufficiently small, x has n zeroes in the interval (0,1 + n1), x(68]) = 0, with
0<6]<05,....0, <1+n.

Foriodd 1 <i<n, Gi’ satisfies the following estimate:

8.
0/ =6; +er —o; with o; = eexp [—&] (ks + E(1/e)),
€

where

s 3 = —— €X|
v O

and ky > 0 is given in Eq. 110 (proposition 22).

def V(1 + ) ki [
a = — >
m+v

In(bz/c2) — K] >0,
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Fori even, 2 < i < n, 0] satisfies the following estimate:
0 =06; + er —o;, with o; = eexp [——] (kg + E(1/€)),
where a is given above and

ko 1 _
ky = ——exp| ——1In(c1 /b)) — > 0,
=50 P[V+M (c1/b1) r]

and ky < 0 is given in Eq. 111 (proposition 22).
Proof The proof is similar to the proof of Lemma 10. O

The initial condition that generates the solution x (Eq.109) in Lemma 13 is in the set
Y, N W,. Lemma 14 implies that, for € sufficiently small, the first zero of x after t = 1 is
given by 6; < 1 + n;. The argument for this is similar to that in the previous section right
after the proof of Lemma 10. Moreover, for € sufficiently small, Eq. 1 gives

X0 =—x(@) + f(x(@ = D) = flx(er —on) = fx(er +E(1/€)) >0

because 0 < er + E(1/€) < n1, x(er + E(1/€)) < 0, and for a negative feedback equa-
tion xf(x) < 0. So, x(t +6'), t € [—1,0], is in X,, and the initial condition x is in
Y ,,. This implies that the 7' appearing in item (ii) of Theorem 4 is given by T = 6/ and
Lemma 14 implies that 7" has the expression given in Theorem 4. From the definition of
Fyn(x) = ¥r(x) we get that Fy,(x)(t) = x(¢ + 6,), for t € [—1, 0], where x is the solu-
tion (109) given in Lemma 13. Notice that for € sufficiently small, the zeroes of Fy,(x) are
locatedat —1 +6; < —1+6 < -+ < —1+6,_1 <1—0, =0, where §; = 1 -6, +6,.
Now, if we define fy = —er and 8 = 0, — 06— = 0! — éi’il then from Lemma 14 we get all
the equations in item (iii) of Theorem 4. The following lemma completes the proof of item
(i1) of Theorem 2.

Lemma 15 Let
def

BE Y nin(51, 80,83, ..., 50}
uw+v
Then
sup [Fyn(x)(t) — Pyn o Fyna(x)(1)] < exp [—é] (ks + E(1/€)),
1e[~1,0]

where ks = max{|ky|, |kz|}, and k1 and ky are given in Egs. 110, 111 (proposition 22).
Proof The proof of this lemma is similar to that of Lemma 11, excepting the proof that
1} > n;. So we shall only give the proof of this inequality. Here 5 is defined as the roots of
the following equations:

0=0c(n —6) — xem; —0;_)) i=1,3,....n,

0=xcm—6)—pe(m, —0/_)) i=2,4,....n—1,

def . ..
where 6}, = —op. Using proposition 21 we get that:

€ b>
=6 ! 1 £ | =2,4,...,n—1,
0=t M+vn(c)+e</e> i "
€
=6 ——; 1 g i =1,3,...,n,
n; l_1+M+Vl+,u,+Un(b)+E(/E) l n
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where §; = 6] — 6;_,. Then using corollary 2 and Lemma 14, after some manipulation we
get

, € brb _
N =n+ In{ — ) ++vr+ur|+e€l/e)
m+v c2C

=n+n+e€lje), i=2,4,....,n—-1

201 _
L= In|—=—— £d
n; m+u+v[n babr +4vr +ur | +eE(l/e)
=n+n+e€lje), i=1,73,....n (112)
Then the last inequality in Theorem 3 implies that n; < nl/., fori =1,2,...,n. Now, let

x be the solution (109) in Lemma 13, and Z be the analogue of that function Z (Eq. 105)
used in the proof of Lemma 11. To prove the above inequality, it is equivalent to show that
[x() — 2(1)| < exp [—g] (ks + E(1/€)), fort € [0’ — 1,0']. As in the proof of Lemma 11
we split the proof of this inequality into two parts. First we show that the inequality holds
inside the intervals ¢ € [nl’., ni+1]. This is done in the same way as in the proof of Lemma 11.
Then we must show the inequality holds for 7 € [;, n;]. This last part has one point that is
not a straightforward modification of the corresponding part in the proof of Lemma 11. This
point is highlighted in the proof given below.

Lett € [n;, nl’.] with i even, 2 <i < n — 1. The case i odd is proven in a similar way. In
this case the function to be bounded is

x(t) —z2(t) = G(t) +exp[—( — ni)/elAi(1 + E(1/¢)),
where G(t) & ye(t —0;) — pe(t —0)_)).

Using the same arguments used in the proof of Lemma 11, we show that 0 < G(¢) < G(n;).
Now, the only significant difference with the proof of Lemma 11 is how to bound G (;) (in
this case G(n;) is not by definition approximately A;). From the expression (107) for n;, i
even, in corollary 2, we get

—v € 1 _
Gn) = —8 + In{ —)—er+e£(1/e) |+
(n:) Xe|:v+M S (bl) (/)}

b | L5+ S m (< toi 1 +eE(1/e)
— i ny—|)—e€r O — € € .
€ N i vVt bl r i—1

As P (x) = Pp(x/€), xe(x) = x(x/€),and 0;_1 = €£(1/€) (from Lemma 14) we get
G(ni) v L (D) —rreso |+
i) = — n{—)—r €
i X V+u € v+ u by
e o () -]
— —+ In{—)—r+&1/e)|.
¢[V+M G ) rrease
Finally, using the asymptotic expressions (19) for ¢ and x provided in Theorem 3, we get
G(ni) = —A;(1+E(1/e)) > 0. The rest of the proof is similar to that of Lemma 11. ]

The last part of Theorem 4 that has to be proved is its statement i . Its proof follows closely
the proof of Lemma 12, the existing differences being similar to those encountered in the
proof of Lemma 15, therefore they can be handled in the same way (in particular, the identity
Nnti = 0 + E(1/€), that appears in Eq. 112, is useful at this point). So the proof of part i of
Theorem 4 will be omitted.
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Finally, there is the case where the initial condition x € X, N W,,. The proof of this case
is essentially the same as that outlined above. In most parts it is enough to exchange “i odd”
by “i even” and vice versa.
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