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L. Barrios-Jiménez,34 C. Bartolini,35 , 36 P. I. Batista,37 I. Batković,38 R. Batzofin,39 J. Becerra González,34 
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M. Peresano,46 A. Pérez Aguilera,31 J. Pérez-Romero,48 G. Peron,18 F. Perrotta,70 M. Persic,171 , 172 

O. Petruk,47 , 116 F. Pfeifle,173 E. Pietropaolo,174 L. Pinchbeck,30 F. Pintore,144 G. Pirola,46 C. Pittori,22 

F. Podobnik,4 M. Pohl,39 V. Poireau,49 V. Pollet,49 G. Ponti,55 C. Pozo González,11 E. Prandini,38 
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A B S T R A C T 

The dwarf spheroidal galaxies (dSphs) orbiting the Milky Way are widely regarded as systems supported by velocity dispersion 

against self-gravity, and as prime targets for the search for indirect dark matter (DM) signatures in the GeV-to-TeV γ -ray range 
owing to their lack of astrophysical γ -ray background. We present forecasts of the sensitivity of the forthcoming Cherenkov 

Telescope Array Observatory (CTAO) to annihilating or decaying DM signals in these targets. An original selection of candidates 
is performed from the current catalogue of known objects, including both classical and ultrafaint dSphs. For each, the expected DM 

content is derived using the most comprehensive photometric and spectroscopic data available, within a consistent framework 

of analysis. This approach enables the derivation of novel astrophysical factor profiles for indirect DM searches, which are 
compared with results from the literature. From an initial sample of 64 dSphs, eight promising targets are identified – Draco I, 
Coma Berenices, Ursa Major II, Ursa Minor, and Willman 1 in the North, Reticulum II, Sculptor, and Sagittarius II in the 
South – for which different DM density models yield consistent expectations, leading to robust predictions. CTAO is expected 

to provide the strongest limits above ∼10 TeV, reaching velocity-averaged annihilation cross sections of ∼ 5 × 10−25 cm3 s−1 

and decay lifetimes up to ∼ 1026 s for combined limits. The dominant uncertainties arise from the imprecise determination of 
the DM content, particularly for ultrafaint dSphs. Observation strategies are proposed that optimize either deep exposures of the 
best candidates or diversified target selections. 

Key words: radiation mechanisms: non-thermal – methods: numerical – galaxies: dwarf – Local Group – dark matter – gamma- 
rays: galaxies. 

1  I N T RO D U C T I O N  

The existence of dark matter (DM; e.g. G. Bertone & D. Hooper 2018 , 
for an historical perspective) in our Universe is well established, but 
its nature is at present still unknown. Astrophysical observations 
suggest that the matter in the Universe consists not only of particles 
of the standard model (SM) of particle physics, but also new non- 
baryonic particle candidates that must be advocated (e.g. J. L. Feng 
2010 ). Observations of galaxy cluster dynamics and mergers (e.g. D. 
Clowe et al. 2006 ; D. Harvey et al. 2015 ) and galactic rotation curves 
(e.g. T. S. van Albada & R. Sancisi 1986 ; F. Lelli, S. S. McGaugh & 

J. M. Schombert 2016 ), primordial light element abundances left 
over by the big bang nucleosynthesis (Particle Data Group 2020 ; 
see also F. Iocco et al. 2009 ), or the spectral shape of the cosmic 
microwave background (Planck Collaboration I 2014 ) point to a 
substantial fraction – around 85 per cent (Planck Collaboration XIII 
2016 ) of the Universe’s matter density – being in a form of matter 
that does not interact significantly with SM particles. Numerical 
simulations of large-scale structures also support this conclusion, 
requiring non-relativistic (cold) DM in order to be consistent with 
observations (see e.g. M. Cirelli, A. Strumia & J. Zupan 2024 , and 
references therein). 

For a long time, supersymmetry (SUSY, e.g. J. M. Maldacena 
1998 ) has been generally accepted as a promising extension of 
the SM, since it naturally solves the hierarchy problem at the 
same time providing a natural DM candidate with its lightest 
supersymmetric particle (LSP). The LSP has the characteristics of 
a weakly interacting massive particle (WIMP). One prototypical 
WIMP particle is the lightest neutralino. The characteristic feature 
of WIMPs is that they were in thermal equilibrium with ordinary 
matter in the early universe, but acquired an abundance from thermal 
freeze-out that matches the observed DM abundance. The minimal 
SUSY standard model (MSSM; e.g. H. Baer & X. Tata 2022 ) is a 
useful framework with which to test current ideas about detection, 
both in DM direct- or indirect-detection experiments. This model 
contains many features which are expected to be universal for any 
WIMP model. WIMP DM candidates also appear in many non-SUSY 

extensions to the SM – e.g. little Higgs models (e.g. A. Birkedal 
et al. 2006 ) or universal extra dimensions (e.g. D. Hooper & S. 
Profumo 2007 ). However, simplified templates that rely only on 
a few free parameters, like the constrained MSSM (G. Jungman, 

M. Kamionkowski & K. Griest 1996) or the minimal supergravity
(L. Alvarez-Gaumé, J. Polchinski & M. B. Wise 1983 ), are already 
strongly constrained with data from the Large Hadron Collider (LHC; 
T. Aaltonen et al. 2012 ; V. Khachatryan et al. 2015 ; G. Aad et al. 
2016 ). These results hint at pushing the DM mass scale up to the 
TeV and multi-TeV range, where particles belonging to the WIMP 

family such as the wino (J. Hisano, S. Matsumoto & M. M. Nojiri 
2004 ; M. Beneke et al. 2016 ) or the Higgsino (N. Arkani-Hamed & 

S. Dimopoulos 2005 ) are plausible DM candidates. 
In these frameworks, WIMPs can pair-annihilate (Y. B. Zeldovich 

et al. 1980 ) or decay (A. Ibarra, D. Tran & C. Weniger 2013 ). Both 
scenarios would lead to the generation of SM products that in turn 
generate final-state photons in the γ -ray domain (L. Bergström, P. 
Ullio & J. H. Buckley 1998 ). Coupled with the hypothesized DM 

thermal production mechanisms and the limits on the age of the 
Universe, respectively, this would yield a DM velocity-averaged 
annihilation cross section  σa nn v ∼ 2 / 3 × 10−26 cm3 s−1 (the so- 
called thermal relic cross-section; B. W. Lee & S. Weinberg 1977 ; 
P. Gondolo & G. Gelmini 1991 ; G. Steigman, B. Dasgupta & J. F. 
Beacom 2012 ; J. Smirnov & J. F. Beacom 2019 ), respectively, a 
lifetime at least larger than the Hubble time for decaying DM. A 

debated claim for detection of γ -rays from DM interactions towards 
the Galactic Centre (GC) direction has been made in the 1 − 60 
GeV energy range, thanks to the availability of deep data from the 
Large Area Telescope on board of the Fermi Gamma-ray Space 
Telescope (Fermi-LAT; T. Daylan et al. 2016 ; M. Ackermann et al. 
2017 ); however, despite a thorough modelling of the expected DM 

emission from the innermost regions of the Milky Way (MW) halo 
(F. Calore, I. Cholis & C. Weniger 2015 ; I. Cholis et al. 2022 ), 
the interpretation of this GeV excess as a WIMP signal is still 
controversial (E. Carlson & S. Profumo 2014 ; J. Petrović, P. D. 
Serpico & G. Zaharijaš 2014 ; Q. Yuan & B. Zhang 2014 ; I. Cholis 
et al. 2015 ; R. Bartels, S. Krishnamurthy & C. Weniger 2016 ; S. K. 
Lee et al. 2016 ; S. Abdollahi et al. 2017 ; O. Macias et al. 2018 ). 

The potential production of γ -ray signals thus makes DM 

indirectly detectable through appropriate astronomical facilities, 
including satellite-borne pair-production experiments (e.g. Fermi - 
LAT in the MeV–GeV regime), ground-based imaging atmospheric 
Cherenkov telescopes in the TeV regime (IACTs; e.g. M. de 
Naurois & D. Mazin 2015 ) and shower front detector in the TeV–
PeV regime – e.g. the High-Altitude Water Cherenkov (HAWC) 
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Observatory, the Large High-Altitude Air Shower Observatory 
(LHAASO), or the future Southern Wide-Field Gamma-ray Ob- 
servatory (SWGO). Focus of this work are IACTs, which detect 
very-high energy (VHE; > 100 GeV) γ -rays through the Cherenkov 
emission in particle showers generated in the Earth’s atmosphere 
by through-going γ -rays (T. C. Weekes et al. 1989 ). DM searches 
in VHE γ -rays have been carried out in the past decades with all 
of the major existing IACTs – the Major Atmospheric Gamma- 
ray Imaging Cherenkov (MAGIC) Telescopes, the High Energy 
Stereoscopic System (H.E.S.S.), and the Very Energetic Radiation 
Imaging Telescope Array System (VERITAS) – in the energy range 
0 . 1 / 100 TeV (see M. Doro, M. A. Sánchez-Conde & M. Hütten 
2021 ; M. Hütten & D. Kerszberg 2022 ; A. Montanari & E. Moulin 
2024 , for a recent comprehensive review of all these observations). 
The construction of the next-generation IACT array, the Cherenkov 
Telescope Array Observatory (CTAO 

1 ), will allow more sensitive 
searches for γ -ray emission from annihilating or decaying DM for 
WIMP in this range. 

A wide DM-oriented program is considered for CTAO (CTAO 

Consortium 2019 ), diversified on several targets: 

(i) the GC, and in general, the entire MW halo with a very high 
DM content ( & 1012 M; F. Iocco & M. Benito 2017 ; E. V. Karukes 
et al. 2020 , but see T. Lacroix et al. 2016 ; G. Iorio et al. 2023 ), is 
the closest known DM target; these characteristics point towards a 
relatively high DM signal (see Section 2 ) and were investigated in 
CTAO Consortium ( 2021b ); 

(ii) the most nearby galaxy clusters are suited for the searches of 
γ -ray signals from DM decay; CTAO prospects were investigated in 
CTAO Consortium (2024b);

(iii) the Large Magellanic Cloud (LMC), the largest disrupted 
satellite galaxy of the MW and one of the closest DM-dominated tar- 
gets, whose CTAO prospects were investigated in CTAO Consortium 

( 2023 ); 
(iv) narrow-line emission associated to specific DM annihilation 

or decay modes that are incontrovertible signatures of DM, for which 
CTAO prospects were investigated in CTAO Consortium ( 2024a ). 

In this work, we focus on the dwarf spheroidal galaxies (dSphs; 
see, e.g. L. E. Strigari et al. 2008 ; L. Mayer 2010 ; A. W. McConnachie 
2012 ). In contrast to regions already known for hosting γ -ray 
emitting sources from ordinary astrophysics processes, such as 
the GC, galaxy clusters, and the LMC, dSphs are in fact almost 
completely free of any significant background (but see R. M. Crocker 
et al. 2022 ), thus making a γ -ray detection from their direction 
a highly compelling signature for evidence of DM annihilation or 
decay in their DM haloes. 

The Lambda (  )-CDM model (A. G. Riess et al. 2004 ), where 
CDM stands for ‘cold dark matter’, predicts that the formation 
of visible structures has been guided by gravitational accretion of 
baryons onto previously formed hierarchical DM overdensities –
from MW-sized haloes to satellite subhaloes – whose subsequent 
evolution occurred in different ways. In particular, at galactic and 
subgalactic scales, the process depends on the initial DM halo 
parameters, such as the halo mass and the mass density profile, the 
evolution history, and conditions set by the local galactic environment 
in which this evolution takes place (see e.g. E. Bertschinger 1998 , 
and references therein). As a result, less massive DM clumps 
could have evolved into invisible objects, constituting at present 
DM overdensities purely observable in γ -rays or secondary CRs 

1 See www.ctao.org for details. 

emerging from CDM interactions. While in principle secondary 
emission from inverse Compton or synchrotron scattering processes 
(dependent on ambient photons and magnetic fields, respectively) 
could produce diffuse multiwavelength (MWL) signatures, classic 
MWL survey techniques have not been proven sufficiently sensitive 
for their detection yet (see e.g. A. Kar et al. 2019 , and references 
therein). On the other hand, the subhaloes that were sufficiently 
massive for accreting enough baryons to initiate star formation have 
evolved into the variety of satellite galaxies that we actually observe 
in the MW halo; in this scenario, in-falling baryonic matter settling 
into the innermost parts of the most massive DM subhaloes could 
have originated the dSphs (L. E. Strigari et al. 2008 ). 

First discovered in 1938 (H. Shapley 1938 ), the dSphs are 
galaxies supported against gravity by the stellar velocity dispersion, 
possessing a spherical or elliptical appearance and containing O(102 )
stars (the so-called ultrafaint dSphs) up to O(107 ) stars (the ‘classical’ 
dSphs; A. W. McConnachie 2012 ). The most striking property of 
the dSphs is related to their matter content, which appears strongly 
dominated by the DM content, as opposed to the baryonic content. If 
in fact such systems are old enough to be in gravitational equilibrium 

– typically reached in ∼100 Myr (M. G. Walker et al. 2009c ) – and 
following the virial theorem 

2 and assuming spherical symmetry and 
isotropic velocity distribution, one gets a total gravitational mass 
Mtot that is proportional to both the system’s virial size Rvir and the 
measured radial velocity dispersion 3 σr of their components: 

Mtot = 3
Rvir σ

2 
r 

G 

, (1) 

where G is the gravitational constant. The mass derived in this way is 
∼10 to & 1000 times larger than that obtainable from the integrated 
dSph luminosity, which implies mass-to-light ratios 10 M/L . 

M/L . 104 M/L; in contrast, a baryon-dominated system would 
exhibit M/L < 10 M/L at most (see A. W. McConnachie 2012 , 
and references therein). This places the dSphs among the most DM- 
dominated objects in the local Universe; however, they are rather 
light in terms of absolute amount of DM hosted in their haloes 
( Mtot . 108 M) if compared to e.g. the GC, and their distances are 
typically larger than that of the GC ( ∼10 kpc), ranging from few tens 
to hundreds of kpc. Ultrafaint dSphs share properties with globular 
clusters, but with more compact size and lower luminosity. Due to 
their strong gravitational potential, they retain material ejected by 
stars, resulting in a stellar population with wider metallicity spread 
than globular clusters (B. Willman & J. Strader 2012 ). 

To date, there are more than 50 MW satellites classified as dSphs, 
with many of them already targeted as DM sources by current 
IACTs (M. Doro et al. 2021 ; M. Hütten & D. Kerszberg 2022 ). 
Some of them were observed over several hundreds of hours (see 
e.g. V. A. Acciari et al. 2022 ), with no detection achieved. Thanks 
to the availability of data from recently concluded (E. Sánchez & 

DES Collaboration 2016 ) and current survey projects (A. Drlica- 
Wagner et al. 2016 ), the number of known confirmed dSphs and 
candidates is expected to increase with time to > 200 objects in the 
next years. In this work, we present updated determinations of the 
CTAO performance in detecting the expected photon yield emitted by 
DM annihilation or decay in dSph haloes. Such prospects are based 
on novel calculations of the DM amount in the most promising dSphs, 

2 Note, however, that the large velocity dispersion measured in these objects 
might be biased, leading to significant overestimates of the virial mass (see 
e.g. M. G. Walker, M. Mateo & M. G. Olszewski 2009a ; M. G. Jones et al. 
2021 ; C. Pianta, R. Capuzzo-Dolcetta & G. Carraro 2022 ). 
3 Assuming a perfectly spherical symmetry, one gets σ 2 

tot = 3 σ 2 
r . 
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Table 1. Parameters of the Northern (CTAO-N) and Southern (CTAO- 
S) baseline installations of CTAO (the so-called Alpha configuration) of 
relevance for this work. 

CTAO-N CTAO-S 

Location ORM Cerro Paranal 
Latitude 28◦45 N 24◦41 S 
Altitude ∼2200 m ∼2150 m 

Energy threshold 0.02 TeV 0.07 TeV 

Angular resolution at 1 TeV 0.058◦ 0.055◦

Energy resolution at 1 TeV 8 per cent 7 per cent 
Sensitivity at 1 TeV (50 h) 1 . 8 × 10−13 1 . 3 × 10−13 

erg cm−2 s−1 erg cm−2 s−1 

Total no. of telescopes 13 51 
Number of LSTs 4 0 
Number of MSTs 9 14 
Number of SSTs 0 37 

Notes . ORM stands for Observatorio del Roque de los Muchachos (La Palma, 
Spain), whereas Paranal stands for the Cerro Paranal observing site (Chile). 
The information presented here, retrieved from publicly available data (the 
so-called prod5 performance release; CTAO Consortium 2021a), may be 
subject to updates as the telescope layout and data pipelines are being fine- 
tuned. 

taking advantage of the availability of stellar velocity measurements 
and robust mathematical procedures such as the Jeans analysis of the 
kinematics of their member stars (N. W. Evans, F. Ferrer & S. Sarkar 
2004 ), which we apply following V. Bonnivard et al. ( 2015a ). 

CTAO will be a world-class instrument to perform VHE γ -ray 
astronomy and will be composed of two arrays of telescopes, one 
in the Northern hemisphere (CTAO-N) and one in the Southern 
hemisphere (CTAO-S). Table 1 reports some basic facts about these 
two installations which are hereafter shortly discussed. 4 CTAO-N 

will be located in the Roque de los Muchachos Observatory (ORM; 
28◦45 N 17◦53 W, 2396 m a.s.l) in La Palma (Canary Islands, 
Spain). The site already hosts the MAGIC telescopes as well as 
several other installations. 5 Due to its location, CTAO-N is best suited 
for off-Galactic plane observations, in particular of extra-Galactic 
targets. For this reason, it is sensitive to the lowest energies – of 
the order of ∼20 GeV – achievable with the Cherenkov technique. 
This is obtained with two classes of telescopes of different size: the 
Large-Sized Telescopes (LSTs), which have 23-m diameter parabolic 
dishes (LST Coll. 2019 ), and the Medium-Sized Telescopes (MSTs), 
equipped with Davies–Cotton dishes of 12-m diameter (J. A. Barrio 
et al. 2020 ). Both telescopes have tessellated primary mirrors and 
photomultiplier (PMT) based focal plane instrumentation. There are 
currently 4 LSTs and 9 MSTs planned for construction in CTAO- 
N (so-called Alpha configuration, R. Zanin et al. 2022 ). 

CTAO-S will be located close to the ESO Paranal site in Chile 
(24◦41 S 70◦18 W, 2635 m a.s.l.), near the ESO VLT (Very 
Large Telescope) and E-ELT (European Extremely Large Telescope) 
facilities. The location grants an optimal view of the GC and Galactic
plane. To detect γ -rays from PeV cosmic-ray and γ -ray sources in 
the Galaxy (the so-called PeVatrons; e.g Z. Cao et al. 2021 ; E. de 
O˜ na Wilhelmi et al. 2024 ), CTAO-S requires an improved sensitivity 
in the highest achievable energies – up to O(100) TeV: this is 
obtained through a sparse array, covering ∼km2 area, of Small-Sized 

4 The interested reader may find a complete report on CTAO in CTAO 

Consortium ( 2013 ). 
5 See https://www.iac.es/en/observatorios- de- canarias/roque- de- los- 
muchachos-observatory for details. 

Telescopes (SSTs), 4-m diameter Schwarzschild–Couder telescopes 
with segmented primary mirrors, monolithic secondary mirrors 
and silicon-photomultiplier-based focal plane instrumentation (G. 
Tagliaferri et al. 2022 ). 

The exact characteristic of the arrays are still being fine-tuned. 
This, along with evolving event reconstruction tools, determines its 
expected performance. 6 The most up-to-date expected performance 
of CTAO is publicly released in the form of FITS and ROOT instru- 
ment response functions (IRFs; CTAO Consortium 2021a ) that are 
intended to be used together with the CTAO public analysis pipeline 
software GAMMAPY (F. Acero et al. 2024 ) for estimating the CTAO 

capabilities in detecting γ -ray signals from several classes of VHE 

emitters. Besides the sensitivity, the most important instrumental 
characteristics which affects the searches for DM signals are: (i) 
the energy resolution, that determines the ability to discriminate 
a potential DM spectrum from an astrophysical one, and (ii) the 
angular resolution, which allows better discrimination of regions with 
higher DM content. Above 1 TeV, both CTAO-N and CTAO-S have 
energy resolutions of the order of 6 per cent −7 per cent and angular 
resolutions of the order of 0 . 055 − 0 . 057 deg; both resolutions tend 
to worsen toward lower energies. 

This paper is organized as follows: in Section 2 , we present the 
physical framework for the computation of the expected γ -ray flux 
from DM annihilation and decay, including a novel computation 
of the DM content for a selection of best candidate dSphs; in 
Section 3 , we describe the adopted methodology for determining the 
CTAO sensitivity to indirect DM searches towards in these targets; 
in Section 4 , we present our results for several combinations of 
important features – spectral models, DM density profile shapes, 
combining different sources; in Section 5 , we compare our findings 
with the current results from other facilities for γ -ray observations, 
and discuss them in the context of future surveys aimed at discovering 
new dSphs; and finally, in Section 6 we give a summary of our 
work and its main conclusions. Furthermore, Appendix A reports 
further details on the computation of the DM content in dSphs and 
Appendix B outlines a quantitative study of the systematics. 

2  T H E  γ - R AY  F L U X  F RO M  A N N I H I L AT I N G  

A N D  D E C AY I N G  DA R K  M AT T E R  I N  D S P H  

H A L O E S  

The expected γ -ray flux ( γ ) from DM annihilation and decay 
processes depends on the microscopic nature of the DM particle, 
often called the particle-physics factor (discussed in Section 2.1 ), and 
on a model for the astrophysical DM distribution – the so-called as- 
trophysical factor 7 (discussed in Section 2.2 , N. W. Evans et al. 2004 ). 
While the former factor is calculable within a general particle-physics 
DM framework, the computation of the astrophysical factor requires 
supporting astrophysical data. We briefly describe our method for 
estimating the amount of DM in dSph haloes in Section 2.2 , focusing 
on the main concepts; further details are deferred to Appendix A . 

6 We recommend to check https://www.cta-observatory.org/science/cta- 
performance/ for updates. 
7 This is true in the case of velocity-independent DM interactions, and should 
be modified if e.g. the Sommerfeld effect (N. Arkani-Hamed et al. 2009 ; J. 
L. Feng et al. 2010 ) or higher partial waves ( p- and d-wave) are relevant. In 
such cases, equation ( 2 ) should be replaced by a formulation with a velocity- 
weighed astrophysical factor. 
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Depending on the case of annihilating or decaying DM particles, 
two different expressions define the expected γ : 

d γ

d Eγ

=

⎧ 

⎪ ⎪⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎩ 

 σv 
8 kπ m2 

DM 

 

i BR i 

d Ni 
γ

d Eγ

· Jann ( ) Annihilating DM 

1 

4 π mDM 

 

i i 

d Ni 
γ

d Eγ

· Jdec ( ) Decaying DM 

(2) 

In the above expressions, mDM 

the DM particle mass,  σv is the 
velocity-averaged DM annihilation cross-section in case of annihi- 
lating DM, BR i is the branching ratio (BR) for the ith SM channel, 
and d Ni 

γ / d Eγ is the number of photons (yield) produced during one 
annihilation at a given energy Eγ into that channel; k = 1(2) for a 
Majorana (Dirac) DM particle. In the decay case, i = 1 /τi are the 
decay amplitudes – i.e. the inverse of the particle lifetimes τi – for 
the specific ith channel. The astrophysical factor J ( ) accounts 
for the signal intensity observable on Earth depending on the density 
of DM toward a target, integrated over the line of sight (l.o.s.) and the 
aperture . We label as Jann the parameter for annihilating DM and 
Jdec that for decaying DM. The two, in turn, take the explicit form: 

J ( ) =

⎧ 

⎨ 

⎩ 

Jann ( ) =
 



 
l . o . s . ρ

2 
DM 

( , ) d  d  Annihilating DM 

Jdec ( ) =
 



 
l . o . s . ρDM 

( , ) d  d  Decaying DM 

(3) 

For distant objects, the two integrals in equation ( 3 ) reduce to 
volume integrals over the source halo divided by the squared distance 
(see e.g. equation 4.3 from T. Bringmann, M. Doro & M. Fornasa 
2009 ). There are therefore four factors that affect the signal for DM 

annihilation or decay: mDM 

,  σv (or 1 /τi ), d Ni 
γ / d Eγ and Jann (or 

Jdec ). Out of these, the WIMP mass mDM 

and the (differential) number 
of particles per annihilation or decay process d Nγ / d Eγ are defined by 
the DM particle model. Since Jann or Jdec linearly increases the signal 
yield, it is of utmost relevance to clearly assess the magnitude of the 
astrophysical factor in order to infer DM properties from positive 
detection, or to provide strong constraints in case of null detection. 
We discuss the computation of these factors in Section 2.1 (particle- 
physics factor) and Section 2.2 (astrophysical factor), respectively. 

2.1 Dark matter particle models 

Primary products of the WIMP annihilation and decay processes are 
SM particles such as quarks, gauge bosons, or leptons. After produc- 
tion, quark and bosons hadronize and then decay, generating neutral 
pions which in turn decay into photons with continuous energies up 
to mDM 

for DM annihilation, or up to half this value for DM decay. 
Regardless the specific SM channel, the γ -ray spectra expected in 
these cases are very similar. For leptonic decay modes, π 0 are only 
found for τ+ τ− final states, and most photons are produced as final- 
state radiation directly off the leptons. We note that the BRi defined 
in equation ( 2 ) may in principle depend on the incoming DM kinetic 
energy, but this contribution is subdominant and is neglected here. 8 

A widely used parametrization of DM γ -ray spectra is that 
provided by M. Cirelli et al. ( 2011 , also called PPPC4 DM ID, here- 
after PPPC), that computes γ -ray spectra for different DM masses 
including electroweak corrections. PPPC is adopted as the reference 
parametrization for this work; however, one should notice that, for 

8 In the case of CDM with typical velocities v ∼ 10−3 c and s -wave annihila- 
tion, the kinetic energy of the incoming DM particles is of order ∼ 10−6 mDM 

, 
resulting in changes to the branching ratios of . 1 per cent except near sharp 
kinematic thresholds or resonances. 

WIMPs different from an electroweak singlet or where virtual inter- 
nal bremsstrahlung effects are relevant (T. Bringmann et al. 2017 ), 
the PPPC parametrization is less accurate. The same is also true for 
DM particles with mDM 

 10 TeV. Furthermore, PPPC relies on the 
PYTHIA event generator, which exhibits known discrepancies with 
respect to other generators such as Herwig (J. A. R. Cembranos et al. 
2013 ). Recently, refined computations of γ−ray spectra were ex- 
plored (e.g. C. W. Bauer, N. L. Rodd & B. R. Webber 2021 ; C. Arina 
et al. 2024 ); however, these new parametrization should have a minor 
impact on our results, and limited to DM mass values above 10 TeV. 

The resulting spectral energy distribution is normally 
discriminated between a continuous part and a line-like one, the 
latter arising in processes like DM DM → γ γ or DM DM → γZ0 . 
Such a line-like emission would produce an almost monochromatic 
signal, broadened by the mass of the neutral particle but mostly 
by the finite energy resolution of the instrument. Line-like signals 
constitute a clear DM identification, because there is hardly an 
astrophysical process able to mimic such spectral shapes of the 
emission, at these energies. However, primary γ -rays can only 
be produced via second-order loop processes, which are typically 
reduced by α2 ( α being the fine-structure constant) with respect to 
the cross-section expected from thermal freeze-out (T. Bringmann & 

C. Weniger 2012 ). The search for narrow-line DM signatures in 
CTAO is investigated in another work (CTAO Consortium 2024a ); 
here, we focus on continuous γ -ray spectra. 

The validity of the WIMP freeze-out scenario relies upon the 
assumption of explaining the observed DM abundance at present 
day through an (inverse) annihilation process (M. Srednicki, R. 
Watkins & K. A. Olive 1988 ; P. Gondolo & G. Gelmini 1991 ); 
nevertheless, here we test both the WIMP annihilation and decay 
possibilities. Furthermore, since each DM model has its γ -ray 
spectrum defined by equation ( 2 ), the overall spectral shape of the 
annihilation (decay) signal is determined by the branching ratios BRi 

(decaying amplitudes i ) to the specific SM channels. In principle, to 
cast a limit on such models one should know all BRi (or i ) together 
with the γ -ray yields for each channel. Knowing all BRi requires 
a complete modelling of the DM particle interactions, which is in 
general useful only if a specific DM particle rather than a class are 
searched for; it is therefore convenient, and has become a practice 
in the field, to use a ‘benchmark’ approach in which one selectively 
sets BRi = 1 for the ith channel and zero for all other channels (or 
j = 0 for all channels j = i in the case of DM decay). 

Widely used spectra in the literature are those corresponding to 
DM annihilation (or decay) into the bb̄ , W+ W−, τ+ τ−, and μ+ μ−

channels; we display some of the corresponding photon yields for the 
annihilating DM case for a DM particle of 0.5, 5, and 50 TeV mass 
in Fig. 1 . Changes in the WIMP mass introduce small modifications 
in the spectral shape of the resulting DM photon yield, although 
this may not be general. Two of the spectra plausibly bracket the 
uncertainty on the true annihilation: the bb̄ spectrum is a prototype 
of a soft DM spectrum that peaks at Eγ ∼ mDM 

/ 20, while the τ+ τ−

spectrum is a prototype of a hard DM spectrum which peaks at Eγ ∼
mDM 

/ 3. Some other spectra are shown in Fig. 1 for comparison. 
PPPC provides such γ -ray spectra for a large set of DM masses. 
Similar considerations hold for the decaying DM case where the 
cut-off happens at mDM 

/ 2, but the spectral shape is preserved. 

2.2 Modelling of the astrophysical factor and selection of the 
optimal dSphs 

The procedure for estimating the DM astrophysical factor of a dSph 
has an ample literature. Different methods and assumptions lead to 
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Figure 1. DM γ -ray spectra as a function of the DM mass for pure WIMP annihilation into specific channels, obtained with GAMMAPY (F. Acero et al. 2024 ) 
and based on the PPPC parametrization by M. Cirelli et al. ( 2011 ). We compare three values of mDM 

= 0 . 5 , 5 , and 50 TeV (grey solid lines) to show that the 
photon yield and spectral differences as a function of the mass are minor, with the exception of the W+ W− where electroweak loop corrections and final-state 
radiation significantly affect the high-energy tail of the spectrum. The bb̄ and τ+ τ− channels are selected as representative examples of the theoretical DM 

photon yields, the former being the softest with a signal peak at mDM 

/ 20 and the latter being the hardest with a peak at mDM 

/ 3. In the case of DM decay, the 
major difference is that the cut-off happens at mDM 

/ 2 – while preserving the spectral shape. 

mild incompatibilities (in most cases) or vigorous ones for some 
debated targets. This computation becomes particularly relevant for 
the case of CTAO which, as opposed to other wide field of view 

(FoV) instruments, will only be able point to a selection of dSphs for 
deep observations, very likely starting with those with the highest –
and possibly most accurately determined – predicted values of the 
astrophysical factor. Considering the relevance of the astrophysical 
factor for the computation of detection limits of γ -ray signals from 

DM annihilation or decay (see equation 2 ), we provide our own 
estimates based on a consistent treatment of all the dSphs considered 
here. 

Previous attempts to compute the astrophysical factor for large 
samples of dSphs can be found in the literature (N. W. Evans 
et al. 2004 ; V. Bonnivard et al. 2015b ; A. Geringer-Sameth, S. M. 
Koushiappas & M. Walker 2015 ; G. D. Martinez 2015 ; K. Hayashi 
et al. 2016 ). In these works, the authors adopted a variety of methods 
to determine Jann and Jdec of dSphs from observed quantities (e.g. 
surface brightness and stellar kinematics). For instance, L. E. Strigari 
et al. ( 2008 ) perform maximum-likelihood fits to the dSph stellar 
l.o.s. velocities to derive scale densities, radii, and indices of the 
DM haloes; A. Geringer-Sameth et al. ( 2015 ) apply the agnostic 
modelling of DM density profiles from stellar spectrophotometric 
data also described in A. Charbonnier et al. ( 2011 ) and G. D. 
Martinez ( 2015 ) computes DM halo parameters through hierarchical 
mass modelling of dSphs; finally, V. Bonnivard et al. ( 2015b ) and 
K. Hayashi et al. ( 2016 ) rely on different applications of the Jeans 
analysis to compute posterior distributions of halo parameters from 

observable data. 
Others like e.g. the Fermi -LAT-based studies (M. Ackermann et al. 

2015 ; A. Drlica-Wagner et al. 2015a ; A. Albert et al. 2017 ; A. 
McDaniel et al. 2024 ), make use of astrophysical factor estimates 
primarily based on distance measurement, using the universality 
of dSph properties discussed by e.g. L. E. Strigari et al. ( 2008 ). 
This is also motivated by the fact that several dSphs in the FoV of 
Fermi -LAT did not have astrometry-based measurements available. 
M. Ackermann et al. ( 2015 ), A. Drlica-Wagner et al. ( 2015a ), and A. 
Albert et al. ( 2017 ) used a relation between Jann and the dSph distance 
d with uncertainties up to ∼0.8 dex. More recently, A. B. Pace & 

L. E. Strigari ( 2019 ) introduced a novel scaling relation which not 
only included the distance, but also the l.o.s. velocity spread σv as 

well as the stellar half-light radius r1 / 2 to more accurately compute 
the Jann enclosed within 0 . 5◦, obtaining: 

Jann ( < 0 . 5◦) = 1017 . 87 
 σv 

5 km s−1 

4 


d
100 kpc 

−2 
r1 / 2 

100 pc 

−1 

(4) 

with claimed uncertainties on the level of . 0.1 dex. Recently, A. 
McDaniel et al. ( 2024 ) used such scaling relations to provide Fermi - 
LAT legacy limits on 50 dSphs, one of the largest sample ever used. 
In fig. 1 of A. McDaniel et al. ( 2024 ), they classify the dSphs in three 
groups: ‘Measured’ includes dSphs for which astrometric data are 
available in the literature, ‘Benchmark’ includes also the dSphs for 
which only an estimate of Jann from equation ( 4 ) can be obtained, 
and ‘Inclusive’ also contains the controversial dSphs. We compare 
our own catalogue with this work throughout this paper. 

Our calculations of the dSph astrophysical factors are based on the 
procedure described in V. Bonnivard et al. ( 2015b ), that makes use of 
the publicly available CLUMPY code (A. Charbonnier, C. Combet & 

D. Maurin 2012 ; V. Bonnivard et al. 2016a ; M. Hütten, C. Combet & 

D. Maurin 2019 ). CLUMPY allows the execution of a Markov Chain 
Monte Carlo (MCMC) dynamical analysis of the dSphs’ DM haloes. 
In detail, the galaxy is treated as a steady-state, collisionless systems 
in spherical symmetry (but not necessarily isotropic) and with
negligible rotation, in which the contribution of the stellar component 
to the total mass can be also neglected (see V. Bonnivard et al. 2015a , 
for a comprehensive discussion on these assumptions). The MCMC 

analysis relies on the solution of the second-order spherical Jeans 
equation (J. Binney & S. Tremaine 2008 ): 

1 

n∗( r) 


d 

d r 

 
n∗( r)v2 

r 

 
+ 2 βani ( r)

v2 
r 

r 
= −G 

r2 


M∗( r) + MDM 

( r)


 −GMDM 

( r) 

r2 
, (5) 

where n∗( r) is the stellar number density, v2 
r is the average squared 

radial velocity, and βani ( r) = 1 − v2 
θ/v

2 
r is the velocity anisotropy of 

the dSph (with v2 
θ the average squared tangential velocity). 

Such quantities are fed to CLUMPY as either a parametric fixed 
input (the stellar number density), a set of discrete input values 
with which the MCMC is computed (the stellar kinematics data that 
determine the velocity dispersion) or a set of free parameters that 
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Figure 2. Sky distribution of known MW satellites and LG dSphs, superimposed to the Fermi -LAT γ -ray background (credits: NASA/DOE/ Fermi -LAT 

Collaboration). All of the targets from Table A1 are reported, along with the sources from Table 2 (i.e. those passing the first selection cut on distance) and those 
objects passing the second selection (availability of good spectral and photometric data). The optimal targets are highlighted with symbols of increasing size, 
proportional to the value of their log Jann ( < 0 . 1◦) (see Table A5 ). 

describe the adopted profile (the DM density ρDM 

and the velocity 
anisotropy profile). In such conditions, the Jeans equation can be 
solved to obtain ρDM 

( r) along the object’s 3D radial coordinate r . 
The complete procedure that we adopted is described in more details 
in Appendix A ; here, we report the main results, that are based on 
the use of the best input of dSph currently available in the literature 
and of the latest CLUMPY version ( v3 ). 

2.2.1 Initial catalogue of dSphs and selection criteria 

We collect from the literature the basic positional data (equatorial 
coordinates and distance) for a complete sample of MW and Local 
Group (LG) classical and ultrafaint dSph satellites known to date, 
merging catalogues of already known targets (A. W. McConnachie 
2012 ) and results from recent surveys (K. Bechtol et al. 2015 ; A. 
Drlica-Wagner et al. 2015b , 2020 ; S. E. Koposov et al. 2015a ; B. P. M. 
Laevens et al. 2015b , a ; N. F. Martin et al. 2015 ). From their equatorial 
coordinates, we compute the culmination zenith angles (ZAs) of each 
target in both hemispheres at the CTAO-N and CTAO-S sites. In 
this way, we identify 64 targets, whose sky distribution is shown in 
Fig. 2 . All dSphs analysed in A. McDaniel et al. ( 2024 ) appear in our 
catalogue. Since it is not possible to accurately model the DM content 
of all the 64 dSphs (see Appendix A for a discussion), we narrow 

down the best candidates following consecutive selection steps: 

(i) We apply a distance selection d ≤ 100 kpc to remove those 
dSphs for which we expect very low values of Jann based on 
equation ( 4 ) (35 remaining targets). 

(ii) For the surviving dSphs, we investigate the availability and 
quality of spectrophotometric data sets in the literature and discard 
those with missing or unreliable data (14 remaining targets). 

(iii) We select the dSphs with the highest values of Jann for 
further signal modelling and computation of prospects with CTAO 

observations (eight remaining targets). 

2.2.2 Distance-based selection 

The first selection is done according to the target distance d ≤
100 kpc, on the basis of the scaling relation equation ( 4 ). After 
the application of this first cut, we end up with 35 remaining 
candidates, that we report in Table 2 , and 29 discarded dSphs 
that we report in Table A1. We indicate their names with the 
corresponding abbreviation, the dSph type (‘ cls ’ for the classical 
dSphs and ‘ uft ’ for the ultrafaint ones 9 ), their J2000 right ascension 
(RA) and declination (Dec.), their distance, and their culmination 
ZA (ZAculm 

) at the CTAO-N and CTAO-S sites, together with the 
culmination month. Out of these, 13 are visible for CTAO-N and 22 
for CTAO-S. All the dSphs in our catalogue that were not reported 
in A. McDaniel et al. ( 2024 ) do not pass the distance cut, except 
for the Sculptor dSph which is excluded by A. McDaniel et al. 

9 This classification is not physical, since it is mostly based on the discovery 
of dSphs before the SDSS (D. G. York et al. 2000 ) for the classical objects and 
after for the ultrafaint targets. However, it is useful to use a crude separation 
between objects with hundreds to thousands of member stars (the classical 
dSphs), and few to tens (the ultrafaint case). 
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Table 2. Basic properties of the MW dSph satellites and those of the LG not associated to major galaxies that satisfy our first selection cut (heliocentric distance 
< 100 kpc), separated between Northern (upper section) and Southern hemisphere (lower section). In both sections, objects indicated with ‘cls’ are ‘classical’ 
dSphs, whereas ‘uft’ stands for ‘ultrafaint’, and dashes in the culmination columns indicate objects that do not rise above the horizon for the CTAO array in the 
relevant hemisphere. 

Name Abbr. Type RA Dec. Distance ZAculm 

ZAculm 

Month Ref.
(hh mm ss) (dd mm ss) (kpc) N (deg) S (deg) 

CTAO-N candidate dSphs 
Boötes I BoöI uft 14 00 06.0 + 14 30 00 65 ± 3 14.3 39 .1 Apr 1,2 
Boötes II BoöII uft 13 58 00.0 + 12 51 00 39 ± 2 15.9 37 .5 Apr 1,3 
Boötes III BoöIII uft 13 57 12.0 + 26 48 00 46 ± 2 2.0 51 .4 Apr 1,3 
Coma Berenices CBe uft 12 26 59.0 + 23 54 15 42 ± 2 4.9 48 .5 Mar 1,4 
Draco I DraI cls 17 20 12.4 + 57 54 55 75 ± 4 29.2 82 .5 Jun 1,5 
Draco II DraII uft 15 52 47.6 + 64 33 55 20 ± 3 35.8 89 .2 May 6 
Laevens 3 Lae3 uft 21 06 54.3 + 14 58 48 67 ± 3 13.8 39 .6 Aug 7 
Segue 1 Seg1 uft 10 07 04.0 + 16 04 55 23 ± 2 12.7 40 .7 Feb 1,8 
Segue 2 Seg2 uft 02 19 16.0 + 20 10 31 36 ± 2 8.6 44 .8 Oct 1,9 
Triangulum II TriII uft 02 13 17.4 + 36 10 42 30 ± 2 7.4 60 .8 Oct 10 
Ursa Major II UMaII uft 08 51 30.0 + 63 07 48 35 ± 2 34.4 87 .8 Feb 1,11 
Ursa Minor UMi cls 15 09 08.5 + 67 13 21 68 ± 2 38.5 – May 1,12 
Willman 1 Wil1 uft 10 49 21.0 + 51 03 00 38 ± 7 22.3 75 .7 Mar 1,8 

CTAO-S candidate dSphs 

Carina II CarII uft 07 36 26.3 −58 00 00 36 ± 1 86.7 33 .3 Jan 13 
Carina III CarIII uft 07 38 31.2 −57 54 00 28 ± 2 86.7 33 .3 Jan 13 
Cetus II CetII uft 01 17 52.8 −17 25 12 30 ± 3 46.2 7 .2 Oct 14 
Eridanus III EriIII uft 02 22 45.5 −52 16 48 95 ± 27 81.0 27 .7 Oct 15 
Grus II GruII uft 22 04 04.8 −46 26 24 53 ± 5 75.2 21 .8 Aug 14 
Horologium I HorI uft 02 55 28.9 −54 06 36 87 ± 13 82.9 29 .5 Oct 15 
Horologium II HorII uft 03 16 26.4 −50 03 00 78 ± 8 77.5 26 .7 Nov 16 
Hydrus I HyiI uft 02 29 33.7 −79 18 36 28 ± 1 – 53 .3 Oct 17 
Indus I IndI uft 21 08 48.1 −51 09 36 69 ± 16 79.9 26 .5 Aug 15 
Phoenix II PheII uft 23 39 57.6 −54 24 36 95 ± 18 83.2 29 .8 Sep 15 
Pictor II PicII uft 06 44 43.1 −59 54 00 45 ± 5 88.3 35 .8 Jan 18 
Reticulum II RetII uft 03 35 40.9 −54 03 00 32 ± 2 82.8 29 .4 Nov 15 
Reticulum III RetIII uft 03 45 26.3 −60 27 00 92 ± 13 89.2 35 .8 Nov 19 
Sagittarius I SgrI cls 18 55 19.5 −30 32 43 31 ± 1 59.3 5 .9 Jul 1,20 
Sagittarius II SgrII uft 19 52 40.5 −22 04 05 67 ± 5 50.8 2 .6 Jul 7 
Sculptor Scl cls 01 00 09.4 −33 42 33 84 ± 2 62.5 9 .1 Oct 1,21 
Sextans Sex cls 10 13 03.0 −01 36 53 84 ± 3 30.4 23 .0 Feb 1,22 
Tucana II TucII uft 22 52 16.7 −58 33 36 58 ± 6 87.3 33 .9 Sep 15 
Tucana III TucIII uft 23 56 35.9 −59 36 00 25 ± 2 88.4 35 .0 Sep 14 
Tucana IV TucIV uft 00 02 55.3 −60 51 00 48 ± 4 89.6 36 .2 Sep 14 
Tucana V TucV uft 23 37 23.9 −63 16 12 55 ± 9 – 38 .3 Sep 23 
Virgo I VirI uft 12 00 09.1 −00 40 52 87 ± 11 40.0 24 .2 Mar 24 

Notes. References: 1 A. W. McConnachie ( 2012 ), 2 S. Okamoto et al. ( 2012 ), 3 B. Sesar et al. ( 2014 ), 4 I. Musella et al. ( 2009 ), 5 N. Hernitschek et al. ( 2016 ), 6 B. 
P. M. Laevens et al. ( 2015b ), 7 B. P. M. Laevens et al. ( 2015b ), 8 J. T. A. de Jong et al. ( 2008 ), 9 E. Boettcher et al. ( 2013 ), 10 B. P. M. Laevens et al. ( 2015a ), 
11 M. Dall’Ora et al. (2012 ), 12 C. Ruhland et al. ( 2011 ), 13 G. Torrealba et al. ( 2018 ), 14 A. Drlica-Wagner et al. ( 2015b ), 15 K. Bechtol et al. ( 2015 ), 16 D. Kim & 

H. Jerjen ( 2015 ), 17 S. E. Koposov et al. ( 2018 ), 18 A. Drlica-Wagner et al. ( 2016 ), 19 A. Drlica-Wagner et al. ( 2015b ), 20 A. T. Valcheva et al. ( 2015 ), 21 C. E. 
Martı́nez-Vázquez et al. ( 2015 ), 22 G. E. Medina et al. ( 2018 ), 23 B. C. Conn et al. ( 2018 ), and 24 D. Homma et al. ( 2016 ). 

( 2024 ) due to source confusion with 4FGL J0059.5 −3338, and 
Triangulum II for the tension between the value of Jann derived from 

its available astrometric data and that obtained from the distance 
relations. From fig. 1 of A. McDaniel et al. ( 2024 ), we check the 
conservativeness of this cut by noting that the targets lying right 
beyond the distance limit (Aquarius II, Carina I, and Ursa Major 
I) have values of Jann . 3 × 1018 GeV2 cm−5 . All the farther ones 
either have Jann < 1018 GeV2 cm−5 , or do not posses kinematic data 
sets. These would not have passed our further selection criteria. 

2.2.3 Stellar data quality selection 

A second step is based on the quality and availability of photometric 
and spectroscopic data sets, which are required in order to compute 
well-defined astrophysical factors. The complete methodology is 

reported in Appendix A and here we only shortly recall that the 
starting point is obtaining the brightness density profiles n∗( r) of 
each dSph for which literature data exist. During this step, we 
discard 16 targets: Boötes III, Carina II, Carina III, Draco II, 
Laevens 3, Cetus II, Eridanus III, Horologium I, Horologium II, 
Hydrus I, Indus I, Pictor I, Phoenix II, Reticulum III, Tucana V, 
and Virgo I, since such targets have no spectroscopic measurements 
over adequately populated samples of member stars (e.g. A. Koch 
et al. 2009 ; S. E. Koposov et al. 2015b ; A. Drlica-Wagner et al. 
2015a ) and we end up with 19 dSphs. The stellar brightness 
density profiles of these surviving dSphs are then fitted with a 
3D Zhaon . Hernquist profile (see Appendix A ; L. Hernquist 1990 ; 
H. Zhao 1996 ), projected onto the corresponding circularized 2D 

surface brightness profile (see Fig. A1 ); at this level, we remove five 
additional dSphs – Segue 2, Tucana II, Tucana III, Tucana IV, and 
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Boötes II – for lacking 2D brightness data (see Appendix A for further 
details). 

We perform such fits using the IDL package MPFIT (C. B. Mark- 
wardt 2009 ); in this way, we are left with a list composed by 14 
candidates, reported now in Table 3 along with the number of 
member stars, the average velocity and spread, and the references 
for data. We also report our estimation of their tidal radius, discussed 
below (see also Appendix A2.5 ). We note that these objects are well 
distributed between both hemispheres, thus providing CTAO with a 
balanced pool of choice for both sites. The stellar surface brightness 
profiles for these targets are reported in Fig. A1 . Next, we study the 
stellar kinematics of the remaining dSphs: to this aim, we collect 
the most updated and complete samples of stars for each source that 
are provided in the literature (see references reported in Table 3 ). 
The advantage of using such samples lies in their cleanliness from 

problematic data, e.g. binary stars (M. E. Spencer et al. 2017 ), thanks 
to the analyses performed by their respective authors (see e.g. E. N. 
Kirby et al. 2017 ). The distribution of stellar velocities for each 
sample of stars that fall within the sky extension of a given dSph is 
shown in Fig. A1 . For the treatment of the velocity anisotropy, we 
use the Baes & van Hese profile (see equation A2 ; M. Baes & E. van 
Hese 2007 ). In Table A2 , we also report the V -band integrated dSph 
magnitude, eccentricity, brightness scale radius and density, and the 
stellar membership statistics for each target. 

Lacking any direct information on the DM density distribution in 
each target, an underlying functional form must be assumed to model 
its profile. Broadly speaking, there are two classes derived from N - 
body simulations: a cuspy DM profile – strongly peaked towards 
the centre – and a cored DM profile – flat towards the centre. We 
investigate both scenarios, by adopting the Einasto profile (J. Einasto 
1965 ) witht hree free parameters (DM scale density ρs , DM scale 
radius rs , and DM inner slope α) for the cuspy case, and the Burkert 
profile (A. Burkert 1995 ) with two free parameters (scale density and 
radius) for the cored case: 

ρDM 

( r) =

⎧ 

⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 

ρs exp 


− 2 

α


r 

rs 

α

− 1


Einasto 

ρs 


1 + r 

rs 

 
1 +


r 

rs 

2 
 Burkert 

(6) 

We opt for the Einasto profile as representative of the class of cuspy 
DM density profiles, since it is known from the literature that different 
choices of cuspy parametrizations – e.g. the Navarro–Frenk–White 
(NFW) shape (J. F. Navarro, C. S. Frenk & S. D. M. White 1997 ) 
– have no impact on the calculation of Jann and Jdec for the case of 
dSphs (V. Bonnivard et al. 2015b ) and, in general, when integrating 
signals up to angular sizes comparable to the instrumental point 
spread function (PSF) in the γ -ray energy regime (M. Ackermann 
et al. 2015 ). 

Due to interaction with the gravitational field of the MW, dSphs 
are expected to lose the outer rims of the DM halo due to tidal 
interaction (see e.g. R. Errani et al. 2022 ). The exact value of the tidal 
radius is known with some uncertainties and subject to assumptions. 
As made by V. Bonnivard et al. ( 2015b ), we compute for each 
dSph the tidal radius Rtid , iteratively solving the tidal equation (see 
equation A3 , V. Springel et al. 2008 ; P. Mollitor, E. Nezri & R. 
Teyssier 2015 ), and report it for both the Einasto and the Burkert 
profiles in Table 3 . Finally, within the main DM halo of the dSph, 
smaller DM substructures called DM subhaloes can retain significant 
amounts of clumped DM. The contribution of DM subhaloes to the 

total astrophysical factor has been subject to strong debates in the 
past (M. A. Sánchez-Conde et al. 2011 ; M. A. Sánchez-Conde & 

F. Prada 2014 ; S. Ando, T. Ishiyama & N. Hiroshima 2019 ); such 
a contribution can be factorized into a boost factor B to Jann and 
Jdec . B has the effect of increasing the expected DM γ -ray flux 
due to inclusion of the contributions from the DM subhaloes within 
the main halo (see equation A4 ). Following results in the literature 
(M. A. Sánchez-Conde & F. Prada 2014 ; Á. Moliné et al. 2017 ), we 
conservatively assume B = 0. A more in-depth discussion is deferred 
to Appendix A2.6 . 

2.2.4 Dark matter density profiles for selected dSphs 

With these ingredients, we are able to compute the parametrized DM 

density profiles ρDM 

( r) for each of the selected dSphs by running 
200 independent CLUMPY MC chains of 105 realizations each for 
every target; for all the free parameters considered in the MCMC 

Jeans analysis, we adopt the conservative priors determined by V. 
Bonnivard et al. ( 2015a ). Out of the resulting posterior distributions 
of the fitted parameters, we derive the astrophysical factor profiles 
for both the Einasto and Burkert DM profiles using equation ( 3 ), 
along with the median value and the corresponding uncertainties at 
68 per cent confidence level (CL). The Einasto and Burkert profiles 
for annihilating and decaying DM can be found in the Online 
Material (CTAO Consortium 2025 ). In Fig. 3 , we present such DM 

density profiles for the 14 selected dSphs, for both the Einasto (J. 
Einasto 1965 ) and Burkert (A. Burkert 1995 ) profiles, also displaying 
the corresponding tidal radii (see equation A3 ). 

Overall, there is a good agreement between the two profiles in the 
central region before the halo scale radius, with larger discrepancies 
in the inner regions for the classical dSphs DraI, Sex, and SgrI as well 
as for the ultrafaint GruII and Seg1 – where the Einasto profile devi- 
ates from the central plateau of the Burkert profile – whereas SgrII 
displays larger differences at the outer radii. We also note that the 
tidal radii computed for both DM profiles reported in Table 3 always 
agree well for all of the classical dSphs, and within uncertainties 
for the ultrafaint ones. In Fig. 4 , we report the uncertainty on the 
tidal radius of CBe and RetII to graphically show this compatibility. 
The future availability of expanded stellar samples will be crucial to 
allow more accurate estimates of the gravitational properties of such 
objects; however, we remark that inaccuracies on the determination 
of quantities such as tidal radii only have a minor impact on the 
calculation of Jann and Jdec , given that the bulk of the expected γ -ray 
flux comes from the innermost regions of the dSph haloes and the 
signal saturation has already been reached at the tidal radius. 

2.2.5 Signal robustness selection 

In order to select the most promising dSphs as CTAO targets, we 
now compute the astrophysical factor following equation ( 3 ), which 
requires a double integral over the DM density profile (square for 
annihilating DM). We use the CLUMPY methods also to derive these 
quantities. This allow us to have a sample of astrophysical factor 
(median and 68 per cent containment values) for 30 equally spaced 
angular distances from 0 . 01◦ to 10◦. All such tables are reported 
in the Online Material (CTAO Consortium 2025 ). The astrophysical 
factor profiles of the 14 targets are reported as a function of the 
instrumental integration angle 10 αint – for both Einasto (cuspy) and 
Burkert (cored) DM density profiles – in Fig. 4 for the annihilation 

10 Equivalent to a solid angle element  = 2 π (1 − cos αint ) in equations ( 2 ) 
and ( 3 ). 
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Table 3. Kinematic properties of the dSphs surviving our first and second selection cuts. In the table, we report: the 
dSph short name; the best CTAO site for observation; the adopted method for the stellar classification – ‘EM’ denotes 
the application of the expectation–maximization algorithm by M. G. Walker et al. ( 2009b ) to determine individual stellar 
membership probabilities, whereas ‘bin’ indicates the adoption of the binary memberships reported in the literature 
(see Appendix A ); the number of stars surviving the selection over the total number of input stars; the average radial 
velocity and dispersion; the reference for the stellar kinematic data. We also report the tidal radii computed with CLUMPY 

assuming two shapes for the DM density profiles. 

Name Site Membership Nmem 

/Ntot  vr  σv Ref. R
(Ein) 
tid R

(Bur) 
tid 

(km s−1 ) (km s−1 ) (kpc) (kpc) 

BoöI N bin 37/113 100.6 4.3 1 5 . 1+ 10 . 7 
−2 . 2 15 . 1+ 30 . 4 

−9 . 6 

CBe N bin 59/102 97.8 5.8 2 6 . 3+ 9 . 5 
−3 . 4 19+ 55 

−16 

DraI N EM 466/1565 −292.4 9.5 3 4 . 83+ 1 . 16 
−0 . 84 4 . 30+ 0 . 86 

−0 . 54 

GruII S bin 21/235 −109.8 1.8 4 0 . 35+ 1 . 01 
−0 . 32 . 9.5 

RetII S bin 18/38 64.0 3.6 5 1 . 66+ 4 . 46 
−0 . 97 5 . 8+ 19 . 3 

−5 . 3 

Scl S EM 1120/1541 111.5 9.1 6 2 . 95+ 0 . 55 
−0 . 30 3 . 71+ 0 . 30 

−0 . 18 

Seg1 N EM 154/522 206 15 7 0 . 43+ 3 . 23 
−0 . 35 . 28 

Sex S EM 356/947 224 11 6 7 . 8+ 4 . 4 
−2 . 9 9 . 9+ 5 . 7 

−3 . 4 

SgrI S EM 288/503 140 17 8 1 . 56+ 0 . 34 
−0 . 73 . 1.7 

SgrII S bin 21/26 −175.7 5.0 9 3 . 7+ 13 . 9 
−2 . 7 4 . 2+ 36 . 4 

−2 . 8 

TriII N bin 13/33 −381.7 2.5 10 0 . 36+ 3 . 20 
−0 . 35 . 56 

UMaII N bin 20/54 −116.1 8.1 2 2 . 15+ 1 . 69 
−0 . 99 2 . 23+ 6 . 48 

−0 . 98 

UMi N EM 467/973 −247 12 11 14 . 7+ 6 . 6 
−4 . 1 15 . 3+ 8 . 6 

−3 . 9 

Wil1 N bin 40/97 −13.6 6.3 12 1 . 20+ 4 . 08 
−0 . 51 1 . 35+ 26 . 35 

−0 . 48 

Notes. References: 1 S. E. Koposov et al. ( 2011 ); 2 J. D. Simon & M. Geha ( 2007 ); 3 M. G. Walker, E. W. Olszewski & 

M. Mateo ( 2015a ); 4 J. D. Simon et al. ( 2020 ); 5 M. G. Walker et al. ( 2015b ); 6 M. G. Walker et al. ( 2009a ); 7 J. D. Simon 
et al. ( 2011 ); 8 R. A. Ibata et al. ( 1997 ); 9 N. Longeard et al. ( 2020 ); 10 E. N. Kirby et al. ( 2017 ); 11 M. E. Spencer et al. 
( 2018 ); and 12 B. Willman et al. ( 2011 ). 

Figure 3. DM density profiles of the 14 optimal dSphs for both cored (A. Burkert 1995 ) and cuspy models (J. Einasto 1965 ), along with the corresponding 
uncertainties at 68 per cent CL . In all panels, the tidal radius (see the text for details) for the Einasto and Burkert profile is also indicated, along with the typical 
uncertainty for the representative cases of CBe and RetII. 
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Figure 4. Astrophysical factors for DM annihilation Jann ( < αint ) as functions of the integration angle αint (or the equivalent integration distance from the dSph 
centroid rint ) for the best Northern and Southern dSphs. In all panels, the median astrophysical factor profiles for both cuspy (Einasto) and cored (Burkert) 
DM density profiles are plotted alongside the relative uncertainties at 1 σ CL. The integration angles corresponding to an instrumental PSF of 0 . 06◦ are also 
indicated. Each profile is truncated at the corresponding dSph tidal radius for the Einasto profile (see equation A3 and Table A2 ). The Burkert profiles for GruII, 
Seg1, SgrI, and TriII are not reported because no finite integration could be obtained. 

mode and Fig. 5 for the decay mode. In these figures, we also report 
the CTAO average angular resolution to show that all targets appear 
between moderately and very extended if integrated out of their rims. 

Figs 4 and 5 show that the median profiles and also their 
uncertainties do not significantly vary between the two cases of cored 
and cuspy DM distribution, at least for the classical dSphs DraI and 
Scl and for the ultrafaint dSphs UMaII, UMi, and Wil1. The similarity 
between the resulting DM density profiles computed with CLUMPY 

for different choices of the DM density functional profile shape was 
already highlighted by V. Bonnivard et al. ( 2015b ) for the class of 
cuspy profiles – that also comprises those of NFW (J. F. Navarro 
et al. 1997 ) and the Zhao–Hernquist one (L. Hernquist 1990 ; H. 
Zhao 1996 ) – and by M. Ackermann et al. ( 2015 ) for the class of 
cored profiles (see their fig. 7). For GruII, Seg1, SgrI, and TriII in 
the Jann case, with the addition of RetII in the Jdec one, we do not 
report the Burkert profile because of numerical integration failures 
in the MC chains that prevented us to obtain finite non-null median 
values of the astrophysical factor. In addition, for CBe and SgrII, we 
find a bigger discrepancy between the Einasto and Burkert profiles 
than for the other targets. We argue that such issues could be caused 
by the MCMC Jeans analysis being unable to correctly fit the stellar 
velocity dispersion in these targets with a Burkert density profile, due 
to either choices of non-optimal priors on the free profile parameters 
(see V. Bonnivard et al. 2015a ), or to the data actually preferring a 
cuspy DM distribution over a cored one (see also Section 4.1 ). A 

detailed study of the optimal parameter priors to be associated with 
each choice of fitting DM density profile is out of scope in this paper, 
and is therefore deferred to a future publication; here, we focus on 

those targets whose Jann and Jdec profiles do not exhibit features of 
major integration issues. 

Out of the 14 dSphs selected in the previous steps, we further 
narrow down our choice to the top candidates per site. Such a choice 
is justified by the reasons that (i) CTAO will not likely observe more 
than a few candidates in the initial years of observation; (ii) the 
meaningful targets to be observed are those with the highest – and 
possibly more precisely determined – astrophysical factors; and (iii) 
the DM detection limits scale linearly with the astrophysical factor 11 

– it is therefore easy to estimate obtainable limits for alternative dSphs 
by considering the appropriate difference in Jann or Jdec . Motivated 
by the fact that the dSphs appear as extended targets with respect to 
the CTAO angular resolution (see Table 1 ), we select those dSphs 
with the highest Jann ( < 0 . 1◦) and Jann ( < 0 . 5◦) using the Jann ( < αint ) 
profiles; out of the two possibilities, we prioritize those objects with 
Jann ( < 0 . 1◦) & 1018 GeV2 cm−5 . 

As a result, we find eight dSphs satisfying this criterion; the 
final sample of most promising dSphs to be observed with CTAO 

is therefore composed by: 

(i) DraI, UMi (classical), CBe, UMaII, and Wil1 (ultrafaints) for 
CTAO-N; 

(ii) Scl (classical), RetII and SgrII (ultrafaints) for CTAO-S. 

11 This is true only at a first approximation, i.e. only in case the acceptance 
is the same for different targets. Such an assumption is not completely true 
in case of e.g. targets observed at different ZAs or with different spatial 
extensions. 
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Figure 5. Same as Fig. 4 , but for the case of DM decay. In this case, also the Burkert profile for RetII is excluded due to a non-finite integration. 

This selection yields the same objects when selecting for either 
Jann ( < 0 . 1◦) or Jann ( < 0 . 5◦), except for BooI – that has Jann ( < 

0 . 1◦) < 1018 GeV2 cm−5 – and SgrI – whose Jann profile is however 
affected by large uncertainties due to its altered stellar dynamics 
by several gravitational interactions with the innermost regions of 
the MW potential well. Due to the inclusion of additional targets 
when integrating up to larger angular sizes, we further investigate 
the robustness of this selection criterion by performing a scan of 
additional integration angles, namely 1◦ and αtid = arctan ( Rtid / d) . 
We discuss the ranking for different integration angles in Section A4 . 
In Appendix B2 , we also report the amount of change in the expected 
DM signal intensity when the full DM density profile is integrated 
taking into account a model for tidal stripping in the dSph halo outer 
rims (e.g. J. Pe˜ narrubia et al. 2010 ; R. Errani & J. F. Navarro 2021 ). 

2.2.6 Comparison with literature results 

In order to validate our results, we perform a comparison with 
previous literature estimates. Often, solely the astrophysical factors 
computed through equation ( 3 ) at specific integration radii – normally 
J ( < 0 . 1◦) or J ( < 0 . 5◦) – are reported. Only in some cases (e.g. V. 
Bonnivard et al. 2015a ), the full astrophysical profile is reported. 
For such reasons we show the comparison between our obtained 
values of Jann ( < 0 . 1◦) and those from the literature 12 in Fig. 6 . This 
figure reveals a very good agreement between our determinations 
and those from the literature; furthermore, we are able to provide 

12 A comparison between our Jann ( < 0 . 5◦) estimates and the literature is 
reported in Fig. A2 , and leads to similar conclusions. 

calculations of Jann and Jdec for the recently discovered SgrII dSph 
that are based on its stellar kinematics – whereas only estimates 
from scaling relations were previously available for this target (A. 
McDaniel et al. 2024 ). 

We also confirm that, prior to the analysis by V. Bonnivard et al. 
( 2015c ), the astrophysical factor of Seg1 was overestimated by a 
factor of > 100 due to the inclusion in its member sample of the 
spurious stellar population with  vr  ∼ 300 km s−1 (see Fig. A1 ). 
An even more severe overestimation by > 4 orders of magnitude was 
made for TriII, due to poorly determined kinematics of its member 
stars (E. N. Kirby et al. 2017 ). The need for selecting clean kinematic 
samples in dSph haloes to obtain a reliable measurement of the DM 

amount is well exemplified by the case of SgrI, which would be 
classified as a DM-dominated source ( Jann & 1018 GeV2 cm−5 ; A. 
Viana et al. 2012 ; A. Abramowski et al. 2014 ) if the gravitational 
disturbance due to its proximity to the dense Galactic bulge were not 
known (e.g. T. A. A. Venville et al. 2024 ). 

The outer rims of dSphs can in fact be tidally disrupted by the
gravitational field of the MW (R. Errani et al. 2022 ); in particular, 
the interaction of the dSph haloes with the deepest regions of the 
Galactic potential spuriously increases the stellar velocity dispersion, 
often causing its misinterpretation as due to a large DM content (A. 
Geringer-Sameth et al. 2015 ). In detail, Table A5 contains at least 
three debated dSphs, namely SgrI (R. A. Ibata et al. 1997 ), UMaII (R. 
R. Mu˜ noz et al. 2010 ), and Wil1 (B. Willman et al. 2011 ), in which 
tidal disruption is potentially underway. Although we are aware that 
the inclusion of objects with disturbed kinematics due to this process 
may lead to severely overestimating their DM content, we decide to 
keep such targets in our final sample to show how this bias affects the 
analysis in case of disrupted dSphs, with the only exception of SgrI 
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Figure 6. Comparison of the astrophysical factors computed in this work for DM annihilation (Einasto density profile) within 0 . 1◦ of integration Jann ( < 0 . 1◦) 
(black dots) with similar estimates from the literature (see the legend A. Viana et al. 2012 ; A. Abramowski et al. 2014 ; V. Bonnivard et al. 2015b ; A. Geringer- 
Sameth et al. 2015 ; J. D. Simon et al. 2015 , 2020 ; A. Genina & M. Fairbairn 2016 ; A. B. Pace & L. E. Strigari 2019 ; T. A. A. Venville et al. 2024 ). The range 
that has been excluded for identifying optimal targets for CTAO based on their Jann ( < 0 . 1◦) values (grey area) is marked. A similar comparison for Jann ( < 0 . 5◦) 
is made in Fig. A2 . 

due to its (weak) γ -ray background emission 13 potentially associated 
with canonical astrophysical sources (R. M. Crocker et al. 2022 ). 

Finally, compared to A. McDaniel et al. ( 2024 ), our catalogue 
includes TriII and Scl as mentioned before, but excludes HorI, TucII, 
DraII, TucIV, HyiI, BooII, and CarII from among their ‘Measured’ 
sample. Nevertheless, all these dSphs show low or uncertain values 
of Jann in their work. We also exclude all of their ‘Benchmark’ dSphs 
due to their lack of astrometric data, with the exception of GruII (data 
from A. Drlica-Wagner et al. 2015b ; J. D. Simon et al. 2020 ). Finally, 
we remove BooIII, HorII, and VirI with respect to their ‘Inclusive’ 
sample again due to missing astrometric data, but we keep SgrI and 
Wil1 that satisfy our selection cuts (data from S. R. Majewski et al. 
2003 ; R. A. Ibata et al. 1997 and N. F. Martin et al. 2008 ; B. Willman 
et al. 2011 , respectively). 

13 See CTAO Consortium ( 2024a ) for a detailed discussion of the γ -ray 
emission from this target. The CTAO capabilities in observing sources lying 
close to the Galactic plane are presented in CTAO Consortium ( 2024c ). 

3  A NA LY S I S  M E T H O D O L O G Y  

In order to predict the significance of the γ -ray emission for CTAO 

pointing at the selected dSphs, we follow methodologies that are 
commonly adopted in the literature (see e.g. M. Ackermann et al. 
2015 ). We make use of the open source code GAMMAPY V1.2 (F. 
Acero et al. 2024 ; A. Donath et al. 2023 ), which is the official CTAO 

analysis code and is publicly available together with the up-to-date 
IRFs (CTAO Consortium 2021a ). For this work, we use the PROD5- 
V0.1 release. IRFs encompass the energy resolution fE ( E | E, P ), the 
angular resolution fP ( P  | E, P ), the effective area Aeff ( E, P ), and 
the estimated residual background rate. In these definitions, ( E , E ) 
stand for true and reconstructed energy, and ( P , P  ) for the true 
and reconstructed direction. At the moment, all these functions and 
parameters are estimated via MC simulations of the CTAO detectors, 
before the actual instruments are built. We also present a cross-check 
of our results made with the public codes CTOOLS (J. Knödlseder 
et al. 2016 ) and SWORDFISH (T. D. P. Edwards & C. Weniger 2017 ; 
T. D. P. Edwards & C. Weniger 2018 ), obtaining compatible results 
(see Appendix B ). The results obtained in this paper are reproducible 
from the Online Material (CTAO Consortium 2025 ). 

Our analysis defines a signal model following equation ( 2 ), assum- 
ing  σv or τ as parameter of interest for annihilating or decaying 
DM models and lognormal uncertainty distributions associated to 
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Figure 7. 2D distributions of the astrophysical factors of the selected dSphs obtained with CLUMPY for an Einasto profile. The CTAO PSF (white circle) is 
indicated in the first panel. 

the astrophysical factors computed with CLUMPY . The background 
model is estimated in energy and radial bins assuming the appropriate 
CTAO IRFs. We compute the excess counts over 104 realization of 
the signal and background models. In all cases, we find that the event 
excess is not significant over the background; therefore, we compute 
ULs at 95 per cent CL on  σv or 95 per cent CL lower limits (LLs) on 
τ using the profiles of the likelihood ratio equation ( 9 ) and the Wilks 
theorem for the definition of coverage. All pipelines can be found in 
the Online Material CTAO Consortium ( 2025 ). In the remainder of 
the section, we go into more details on the specificity on the analysis, 
while the results are reported in the next section. 

3.1 Signal spectra and morphology 

In order to compute the sensitivity we need to input a spectral and 
spatial model for the signal. We therefore integrate the DM density 
profiles of Fig. 3 over increasing radial/angular distances up to the 
tidal radius defined by equation ( A3 ). The integration is done with 
CLUMPY utilities, but it can also be done independently. In Fig. 4 , 
we report the annihilating DM profiles, and in Fig. 5 , the decaying 
DM profiles. 14 In each figure, we report the median value and the 
68 per cent containment region. We also report a benchmark value 
for the angular resolution of CTAO for graphical comparison. 

From Figs 4 , 5 , and 7 , one can see that some dSphs, especially the 
classical, and namely dSphs DraI, Scl, UMi, and partly Wil1 have 
a better defined astrophysical factor, whereas CBe, RetII, SgrII, and 
UMaII show larger uncertainties that also depend on the integration 
angle. When comparing with the CTAO angular resolution, there 
is in addition a wide spread in the halo extension, with none of the 
sources appearing as point-like. In Table 4 , we investigate the fraction 
of signal encompassed at different integration angle. The fact that 

14 The tables of the astrophysical factor profiles integrated over larger 
apertures, together with their uncertainties, can be found in the Online 
Material (CTAO Consortium 2025 ). 

Table 4. Signal fraction enclosed within a determined integration angle for 
annihilating and decaying DM profiles computed with the Einasto model. 
The ratio between the astrophysical factor at a given angle and that at the 
‘saturation’ level computed at the tidal radius (see equation A3 ) is reported. 

Annihilating DM Decaying DM 

Name 
< 0 . 1◦

(per cent) 
< 0 . 5◦

(per cent) 
< 1 . 0◦

(per cent) 
< 0 . 1◦

(per cent) 
< 0 . 5◦

(per cent) 
< 1 . 0◦

(per cent) 

CBe 0 .5 8 .2 19.4 0.2 4.3 10.2 
DraI 3 .5 34 .5 70.3 2.3 22.6 46.0 
RetII 1 .0 14 .2 33.6 1.8 27.3 64.5 
Scl 16 .0 33 .5 44.7 2.3 68.9 91.8 
SgrII 2 .4 20 .6 35.7 3.0 26.5 46.0 
UMaII 0 .9 11 .2 24.8 1.4 17.6 39.3 
UMi 0 .4 8 .7 28.2 0.1 2.9 9.5 
Wil1 1 .2 5 .1 7.0 14.5 60.1 82.8 

the targets are extended has implications on the sensitivity: larger 
regions of interest (RoIs), where the signal is searched, imply larger 
contribution from the irreducible background. Given the fact that 
the signal intensity is not flat but decreasing toward larger distance 
from the centre (see Figs 4 and 5 ), it is likely that the outer rims 
of the targets will not contribute to the signal as much as the inner 
parts. In ON/OFF searches, where the background is estimated from 

a control region, 15 the exact determination of the RoI is relevant (see 
e.g. MAGIC Collaboration 2020 ). However, our analysis is based on 
the so-called template background method, in which we model the 
background acceptance over the entire FoV. 

The morphological and physical similarities among different dSph 
haloes are at the basis of modelling their properties; e.g. L. E. Strigari 
et al. ( 2008 ) already found that typical dSphs appear to be hosted at 
the core of DM haloes of approximately the same mass and intrinsic 

15 We define as ‘ON/OFF’ observations both the case where the telescope 
points at the true source position, and when the control region is in a slightly 
offset position (false-source or Wobble method; V. P. Fomin et al. 1994 ). 
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properties, thus leading to similar expected γ -ray luminosities and 
hence to the determination of distance-dependent scaling relations, 
discussed in Section 2 . Our conclusion is thus that the DM haloes 
around dSphs are concentrated enough such that the two profiles are 
similar. For this reason, we will concentrate only in Einasto profiles 
in the remainder of this work. We remark again that while this is 
sound for those targets with less uncertain astrophysical factor, we 
assume this to be true also for the entire sample. A future detailed 
study of the differences between the cuspy and cored DM density 
profiles will greatly benefit from improved spectrophotometric data 
sets, that will be collected by next-generation surveys and facilities 
before the start of the actual CTAO observations (see a dedicated 
discussion in Section 5.1 ). 

In Fig. 7 , we report the 2D skymaps for the selected dSphs for the 
annihilating DM case and a Einasto profile. These are also computed 
with CLUMPY , but can be generated independently. They are the 2D 

representation of Fig. 4 and are one of the morphological inputs 
for the subsequent analysis. 16 In the plots, the angular resolution is 
also shown. One can clearly see again how some dSphs are more 
extended than others. FITS files for these skymaps can also be found 
in the Online Material, together with those generated for the decaying 
DM scenario. 

3.2 Computation of the background 

The principal source of background is due to misclassified events 
coming from primary cosmic rays, especially protons, electrons and 
helium nuclei. To some extent they contribute to an irreducible 
background, depending on the primary energy and direction. The 
template prepares a background model sampled in spatial and energy 
bins, and randomized according to a Poissonian distribution when 
generating an actual background instance accounting for integration 
time, energy, angular offset, and bin-by-bin acceptance estimated via 
MC simulations. 

In the template method, for the i−th energy bin and j−th angular 
bin, the modelled counts can therefore be written as: 

nij ( αs , αb ) = αs n
s 
ij +
 

b 

αb n
b 
ij (7) 

where αs are the set of parameters influencing the signal count (those 
in equation 2 and those from the IRFs) and αb are the set of parameters 
influencing the background counts. Once a background instance is 
generated, we proceed to model the signal for annihilating DM by 
considering  σv as the parameter of interest and treating all others 
as nuisance. Analogue consideration can be made for decaying DM 

replacing τ as parameter of interest. 
In case of only Poissonian fluctuations on nij , the combined 

likelihood of having nij counts in all energy and spatial bins assuming 
our model with  σv as parameter of interest and nuisance parameters 
ν can be written as: 

L (  σv ; ν|D ) =
NE  

i= 1 

NP  

j= 1 

μ
nij 

ij e
−μij 

nij ! 
, (8) 

where μij = αs μ
( s) 
ij + 

b αb μ
( b) 
ij is the Poissonian mean of the 

expected signal ( s) and background ( b) counts for each energy and 
spatial bin, and D is the simulated data set. 

16 In order to cast the CLUMPY skymaps into GAMMAPY -readable 2D maps in 
FITS format, one can use the script makeFitsImage.py available in the 
Online Material (CTAO Consortium 2025 ). 

According to the Neyman–Pearson lemma (J. Neyman et al. 
1933 ), the test statistics that rejects false hypotheses with higher 
power is the (inverse of the) likelihood ratio between the absolute 
maximum-likelihood estimation (MLE) of the parameters of interest 
and nuisance combined α̂; ˆ ν and the MLE of the parameter of interest 
setting the nuisance parameters as those obtained before. The ratio 
of the ln likelihoods can be thus written as: 

− 2 ln λ(  σv|D ) = L(  σv ; ˆ ˆ ν|D ) 

L(  σv ; ˆ ν|D ) 
(9) 

Equation ( 9 ) is distributed as a χ 2 probability distribution with 
one degree of freedom corresponding to our parameter of interest, 
according to the S. S. Wilks ( 1938 ) theorem. If the target is not 
detected, we produce one-sided upper limits (ULs) at 95 per cent CL 

by solving the equation −2 ln λ(  σv ) = 4, with  σv , τ restricted to 
the physical region (i.e. positive). 

3.3 Uncertainties on the astrophysical factor 

The most relevant contribution to systematic uncertainties stems from 

the computation of the astrophysical factor. As shown in Figs 4 and 
5 , the uncertainties in the profiles can be larger than 1 dex especially 
in the case of ultrafaint dSphs; furthermore, the uncertainty depends 
on the integration angle, generally increasing with the aperture (an 
example of posterior distribution for different integration angles 
is shown in Fig. A3 ). This means that, in principle, one should 
compute a different posterior distribution for each spatial bin of 
equation ( 8 ), which may significantly complicate the computation. 
To overcome this issue, we modify the likelihood equation ( 9 ) 
following the approach of (CTAO Consortium 2024a ), i.e. including 
in equation ( 8 ) the distributions of astrophysical factor realizations 
G( ˜ J , σJ ) parametrized as a lognormal (see Appendix B1 ): 

L (α; ν|D , J ) = L (α; | nij (ν) , J ) =
NE  

i= 1 

NP  

j= 1 

μ
nij 

ij e
−μij 

nij ! 
· ln G( ˜ J , σJ ) 

(10) 

We then re-run our simulations, using equation ( 10 ) with 104 trials 
for each target. Throughout this work, we compare the results 
obtained with and without the extra term for the astrophysical factor 
uncertainties in equation ( 10 ), since this plays a fundamental role in 
both the characterization of the DM exclusion limits and the choice 
of optimal targets. 

3.4 Other systematic uncertainties 

The discussion of additional systematics is deferred to Appendix B . 
Here, we provide a brief summary. Overall, all other systematics 
are largely subdominant with respect to the uncertainty in the 
astrophysical factor: 

(i) As discussed, we used a template-background approach. An 
alternative method, based on the so-called ON/OFF analysis, in 
which the background is estimated from a background control (OFF) 
region and applied to the signal region (ON) may produce different 
constraints. The change is around 10 per cent at 300 GeV and less 
then 2 per cent above 300 GeV, see upper left Fig. B2 . 

(ii) The use of GAMMAPY rather than alternative reconstruction 
tools, such as the public software CTOOLS (J. Knödlseder et al. 2016 ) 
or the Asimov dataset-based sensitivity code SWORDFISH (T. D. P. 
Edwards & C. Weniger 2017 ; T. D. P. Edwards & C. Weniger 2018 ) 
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Figure 8. ULs on  σv for annihilating DM for the eight optimal targets, with astrophysical factors computed from the Einasto DM density profile. The median 
limits (black solid and dashed lines), along the corresponding 1 σ (green shaded areas) and 2 σ (yellow shaded areas) statistical uncertainties, are computed 
assuming 100-h observations of each source and DM annihilating into either the bb̄ (black solid lines) or the τ+ τ− (black dashed lines) channel and including 
the uncertainties on Jann as in equation ( 10 ). The same limits obtained by excluding that uncertainty (solid grey lines and blue/light-blue shaded areas) are also 
shown. In all panels, the thermal relic value from G. Steigman et al. ( 2012 , purple solid line) is indicated. 

provide differences of less than 10 per cent throughout the DM mass 
range. 

(iii) The uncertainties on the IRFs, obtained by bracketing the 
IRFs, introduce a difference of less than 2 per cent; See Appendix B 

for more information. 
(iv) In our analysis, we neglected the contribution of other sources 

of γ -rays, such as those coming from the diffuse γ -ray background. 
The amount of such contribution depends on the Galactic latitude 
and is increasing toward the GC plane. At the latitude of the dSphs 
into consideration, this contribution is negligible. 

Similar systematic uncertainties are found in other DM-oriented 
CTAO searches (CTAO Consortium 2019 , 2024b , a ). 

4  R E S U LT S  

In the case of no detection for any combination of the DM channels 
and celestial targets presented above, we can compute the CTAO 

expected limits at 95 per cent CL to the DM parameters using the 
procedure described in Section 3 . To this end, we consider  σv and 
τ as free parameters in equation ( 9 ) and maximize the likelihood 
of equation ( 10 ) that includes the uncertainties on the astrophysical 
factor. We organize the results as follows: in Section 4.1 , we present 
the ULs for DM annihilation considering cuspy DM density profiles 
for the optimal targets defined in our study (see Fig. 8 ); in Section 4.2 , 
we show the LLs on the particle lifetime for models of decaying DM 

(see Fig. 9 ); in Section 4.3 , we discuss the CTAO sensitivity for 
the case of a combined likelihood analysis of multiple sources (see 
Fig. 10 ). In all of these subsections, we consider the cases of DM 

annihilation and decay into the bb̄ and τ+ τ− channels, taken as 
representative examples of a soft and a hard DM γ -ray spectrum, 
respectively (see Section 2.1 ). Furthermore, we show how the cross- 

section limits change when considering other annihilation channels 
such as W+ W− and μ+ μ− (see Fig. 11 ). These results are put into 
context and discussed in Section 5 . We provide numerical values for 
all limits in the Online Material (CTAO Consortium 2025 ). 

4.1 Upper limits to the cross-section for DM annihilation 

In Fig. 8 , we report the ULs on the velocity-averaged annihilation 
cross section for the eight optimal dSphs, assuming 100-h observa- 
tions with the respective CTAO array (either CTAO-N for Northern 
sources, or CTAO-S for Southern targets) and annihilation in the 
bb̄ or the τ+ τ− channels. For the bb̄ channel, we also report the 
1 σ and 2 σ statistical uncertainties along with the comparison of the 
limits with those that would have been obtained by neglecting the 
astrophysical factor uncertainty – i.e. using equation ( 8 ) in place 
of equation ( 10 ). DraI and UMi provide the strongest constraints 
considering such an uncertainty, replaced by Wil1 and CBe if we 
only consider the median value of Jann . The reason for the more 
constraining nature of the leptonic limits with respect to the hadronic 
ones is due to the different spectral shape in this mass range (see 
Fig. 1 ). 

4.1.1 Impact of the uncertainties on the astrophysical factors 

Fig. 8 clearly displays the impact of the astrophysical factor uncer- 
tainty on the DM limits. The green/yellow shaded area refers to limits 
obtained accounting for such uncertainties, and the blue/light blue 
shaded area to those obtained considering the Jann median values 
only. This choice has no or negligible impact for the classical dSphs 
DraI and Scl thanks to both the good knowledge of their stellar 
velocities and the availability of more member stars with respect to 
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Figure 9. LLs on the particle lifetime for DM (Einasto DM density profile) decaying into the bb̄ (solid lines) and τ+ τ− channels (dashed lines). In all plots, 
the statistical uncertainty bands at 1 σ (green shaded areas) and 2 σ (yellow shaded areas) obtained including the uncertainties on Jdec as in equation ( 10 ) are 
reported on the bb̄ limits. The same limits obtained by excluding that uncertainty (blue/light-blue shaded areas and solid grey line) are also shown. 

the ultrafaint dSphs. These latter targets exhibit a worsening of the 
limits by a factor of & 10: this finding has strong implications in 
terms of both sensitivity reach and especially target selection (see 
Section 5.5 ), demonstrating the need to collect high-quality data on 
dSphs for this kind of studies. 

4.1.2 Impact of cuspy and cored DM density profiles 

We have shown in Fig. 3 how cored DM density profiles are very 
similar to the cuspy ones, thus providing astrophysical factors that are 
comparable to each other within 1 σ uncertainties when integrated 
along the l.o.s. We refer to Table A5 for a depiction of this fact; 
the limits to the DM parameters obtained for cored DM distribution 
would therefore be compatible with those shown in Fig. 8 , as already 
found by M. Ackermann et al. ( 2015 ) with cored profiles implying 
changes in the predicted limits by a factor of at most ∼40 per cent. For 
this reason, we do not report them independently in this paper, always 
referring to the astrophysical factors obtained for the case of a cuspy 
DM profile in the following. However, in case of significant detection, 
N. Hiroshima, M. Hayashida & K. Kohri ( 2019 ) demonstrated that 
CTAO has the capabilities to discriminate between cuspy and cored 
profiles in dSphs. 

4.2 Lower limits on the DM lifetime 

The case of decaying DM requires a similar analysis, however: 
(i) the signal model having the particle DM lifetime τ as free 
parameter (equation 2 ); (ii) the spectral photon yield only extending 
up to mDM/ 2 due to the energy budget of the process; and (iii) 
the astrophysical factor being the integral of the linear DM density 
rather than its square (see equation 3 ) over the l.o.s. and the solid 
angle, shown in Fig. 5 as a function of the integration angle αint . The 

LLs on the DM particle lifetime, reaching values above 1027 s for 
the prototypical bb̄ and τ+ τ− channels, are shown in Fig. 9 , with 
DraI and UMi again providing the strongest constraints taking into 
account their astrophysical factors uncertainties in place of CBe and 
UMi when neglecting them. 

4.3 Combined results for multiple targets 

Although the observational strategy of CTAO on dSphs is not 
ultimately defined, it was discussed e.g. in CTAO Consortium ( 2019 ) 
that an observing time of ∼100 h will be allocated on one or more 
dSphs. Considering that the amount of observing time allocated for 
the CTAO key science programs (KSPs) – with the indirect searches 
of γ -ray signals from DM annihilation or decay in dSph haloes 
being one of them – will considerably decrease with time in favour 
of guest programs, it is reasonable to propose that CTAO invests a 
total of 500 − 600 h shared between both sites for the observation 
of dSphs. To discuss the distribution of such a significant amount 
of time among the optimal dSphs, we present three scenarios: (1) 
a combination of the observations of all the eight optimal dSphs, 
observed for 75 h each, taking into account the respective astrophys- 
ical factor uncertainties; (2) a combination of 600-h observations of 
the two overall best targets (300 h/target) taking into account their 
astrophysical factor uncertainties; and (3) a combination of 600-h 
observations of the two overall best targets (300 h/target) neglecting 
their astrophysical factor uncertainties (see below). 

4.3.1 Combined results for the annihilating DM scenario 

For case (1), we combine the sources by profiling the expected 
uncertainties on the values of Jann over their lognormal posterior 
distributions (see equation 10 ). For case (2), we instead consider the 
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Figure 10. Constraints on the DM annihilation cross section and decay lifetime from combined likelihood analyses, both including and excluding uncertainties 
in the dSph astrophysical factors. Left panels: combination of the limits from all of the optimal dSphs observed for 75 h each. Right panels: combination of the 
limits of the two best dSphs observed for 300 h each. In all panels, the uncertainties on the combined cross-section limit due to photon statistics at 1 σ (green 
shaded area) and 2 σ CL (yellow shaded area) are reported along with the thermal-relic limit (purple solid line; G. Steigman et al. 2012 ). 

two targets providing the largest expected signal, i.e. DraI and UMi. 
Finally, Wil1 and CBe are considered for case (3). We report the 
results in Fig. 10 . 

Comparing strategies (1) and (2), we find that both allow to 
reach similar limits, with the combination of two deep observation 
marginally more sensitive. This is related to the fact that, while the 
targets with the largest astrophysical factors dominate the limits, 
the inclusion of the uncertainties in the likelihood maximization 
process plays a significant role. We remark that, neglecting the 
astrophysical factor uncertainties, the combined limits of all the 
optimal dSphs would be somewhat more constraining, and that the 
best targets would be CBe and Wil1, whose combined limits would 

be significantly more constraining (dot–dashed lines in the upper 
right panel of Fig. 10 ). 

Furthermore, we compute the cross-section ULs for the bosonic 
W+ W− channel and the leptonic μ+ μ− channel in addition to those 
for the bb̄ and τ+ τ− channels. In Fig. 11 , we compare these limits 
together by analysing the combination of 300-h observation of Wil1 
and CBe. This figure shows that the bb̄ and τ+ τ− channels are indeed 
representative of several cases: in fact, the bb̄ spectrum is similar to 
other hadronic or bosonic channels such as W+ W−. The τ+ τ− hard 
channel represents the more constraining case, with a lighter leptonic 
channel such as the μ+μ− providing weaker constraints but similar 
in shape. The τ+ τ− channel is the most constraining for both the 
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Figure 11. Constraints on the DM annihilation cross-section and decay lifetime for other choices of the SM interaction channel. Left panel: ULs on DM 

annihilation with 600 h of combined observations of Wil1 and CBe (Einasto DM density profile); the thermal-relic cross-section by G. Steigman et al. ( 2012 , 
purple solid line) is indicated as reference. Right panel: LLs on the particle lifetime for DM decay with 600 h of combined observations of CBe and UMi 
(Einasto DM density profile). 

annihilation and decay cases, except at very large masses (above 
∼40 TeV) where the bb̄ channel start to be dominant. 

4.3.2 Combined results for the decaying DM scenario 

We also report LLs on the particle lifetime for DM decay channels 
that produce the d Nγ / d Eγ photon yield term of the expected DM 

flux in equation ( 2 ), obtained by repeating, for the case of decaying 
DM, the analysis presented above. Also in this case, the two best 
targets are DraI and UMi if we take into account the uncertainty on 
Jdec or CBe and UMi if we neglect it. We reach conclusions that are 
similar to those that hold annihilating case, with the difference that 
the limits are dominated by UMi alone. We show these results in
Fig. 10 , also comparing them in Fig. 11 for different decay channels. 

5  D I S C U S S I O N  

We now discuss the results obtained in Section 4 , and place them 

in the wider context. We discuss the prospects for discovery of new 

dSphs or for refinement of their astrophysical factors in the next 
decade (see Section 5.1 ). We compare our results compared to present 
and future γ -ray experiments and observatories in Section 5.3 , and 
subsequently describe possible optimizations of the observational 
strategy in Section 5.5 . 

5.1 Expected observations of dSphs in the next decade 

Over several decades of efforts, it is plausible that only a fraction 
of all dSphs residing in the MW halo has been discovered so far. 
Estimating a maximal number of them requires a certain set of 
assumptions, based on both N -body simulations and theoretical 
arguments. If we follow O. Newton et al. ( 2018 ), we expect for 
an MW-like galaxy 124+ 40 

−27 (68 per cent confidence) satellite galaxies 
brighter than MV = 0 within 300 kpc of the Sun. The prediction 
is based on the Aquarius simulation, from the number of satellites 
detected by the Sloan Digital Sky Survey (SDSS) and the Dark 

Energy Survey (DES; E. Sánchez & DES Collaboration 2016 ). Of 
the expected 124, 46+ 12 

−8 are ultrafaint dSphs ( −8 ≤ MV ≤ −3) and 
61+ 37 

−23 are hyperfaint ( MV ≥ −3). Roughly half the predicted number 
of ultrafaint dSphs has actually been discovered, and the observation 
of hyperfaint targets requires a survey ∼4 mag deeper than DES. 

In order to improve the modelling of the DM distribution, one 
needs accurate spectroscopic information to infer the velocity distri- 
bution, and ultimately the actual gravitational potential through the 
Jeans formalism. Also, if the number of identified stars is few tens, 
any prediction on the dSph astrophysical factor less uncertain than a 
factor of 10 − 100 is hard to obtain (see the cases of Seg1 and TriII as 
examples; see also fig. 3 of A. Chiappo et al. 2019 ). To date, several 
observational projects have surveyed in great detail some fraction 
of the sky in search of dSphs, with a comparable number currently 
underway or planned: 

(i) DES (E. Sánchez & DES Collaboration 2016 ), that ended in 
2019, was an international effort dedicated to map O(1011 ) galaxies, 
in order to unveil the nature of the so-called dark energy 17 (R. 
Caldwell & M. Kamionkowski 2009 ; L. Amendola & S. Tsujikawa 
2010 ; M. Li et al. 2011 ; M. Kunz 2012 ); 

(ii) Gaia (W. O’Mullane et al. 2000 ), launched in 2013 and ended 
in 2025, is a satellite mission aimed at charting a 3D map of the MW, 
with accurate positional and radial velocity measurements needed to 
produce a stereoscopic and kinematic census of O(109 ) stars in our 
Galaxy and throughout the LG; 18 

(iii) the SDSS (D. G. York et al. 2000 ) is the first facility providing 
multi-epoch optical spectroscopy across a large fraction of the 
sky, as well as now offering contiguous integral-field spectroscopic 
coverage of the MW and Local Volume galaxies; 19 in past years, its 
observations allowed the discovery the first ultrafaint dSphs; 

17 See https://www.darkenergysurvey.org/. 
18 See https://sci.esa.int/web/gaia . 
19 See https://www.sdss.org . 
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(iv) the Hyper Suprime-Cam Subaru Strategic Program (HSC- 
SSP; H. Aihara et al. 2018 ) is a three-layered, multi-band ( grizy 

plus 4 narrow-band filters) imaging survey with the HSC on the 
8.2-m Subaru Telescope that took data until 2020 20 ; 

(v) the Panoramic Survey Telescope and Rapid Response System 

1 (Pan-STARRS1; H. A. Flewelling et al. 2020 ) is an optical and 
near-infrared survey that covered the entire sky north of declination 
−30◦, including the Galactic plane, until 2014. 21 

(vi) the DESI survey (A. Dey et al. 2019 ) seeks to map the large- 
scale structure of the Universe over a wide range of look-back times 
with the Dark Energy Spectroscopic Instrument (B. Flaugher & C. 
Bebek 2014 ) mounted since 2019 on the 4-m Mayall Telescope at 
the Kitt Peak National Observatory, targeting ∼ 3 × 107 pre-selected 
galaxies across ∼1/3 of the night sky; 22 

(vii) the Euclid mission (Y. Mellier et al. 2025 ) detects main- 
sequence stars up to Galactocentric radii of ∼100 kpc, providing 
details for dSphs lying in the outer MW halo; 23 

(viii) the WEAVE Project (S. Jin et al. 2023 ) is a survey plan 
aimed at exploiting the capabilities of the WEAVE (WHT Enhanced 
Area Velocity Explorer) multi-object survey spectrograph for the 
4.2-m William Herschel Telescope (WHT) at the Observatorio del 
Roque de los Muchachos (La Palma, Canary Islands), that allows 
astronomers to take optical spectra of up to ∼1000 targets over a 2◦

FoV in a single exposure with a resolving power of up to 20 000; 24 

(ix) the planned ESA ‘Analysis of Resolved Remnants of Accreted 
galaxies as a Key Instrument for Halo Surveys’ (ARRAKIHS) 
mission will image 50 sq deg of the sky per year down to an 
unprecedented ultra-low surface brightness simultaneously achieved 
in two visible bands, providing important insights on the populations 
of ultrafaint dSphs (ESA ARRAKIHS Consortium 2025 ). 

To catalogue the entire population of dSphs, these surveys are 
accompanied by follow-ups of DES, in particular the Survey of the 
Magellanic Stellar History 25 (SMASH; D. L. Nidever & SMASH 

2017 ) since 2012 and the Magellanic Satellites Survey (MagLiteS; 
A. A. Drlica-Wagner & MagLiteS Team 2017 ) since 2017 that are 
dedicated to surveying ample sky regions around the Magellanic 
Clouds. In addition, future instruments tailored for this specific 
task will become operational; such efforts include the recently 
inaugurated ‘Vera C. Rubin’ Observatory 26 (Ž. Ivezić et al. 2019 ), and 
4MOST (4-metre Multi-Object Spectroscopic Telescope), a wide- 
field, high-multiplex, fibre-fed, optical spectroscopic survey facility 
to be mounted on ESO’s 4-m-class telescope VISTA 

27 (R. S. de 
Jong et al. 2019 ), for both of which the first light is expected in 
2026. 

Spectroscopic measurements are already within reach of facilities 
such as the Deep Imaging Multi-Object Spectrograph (DeIMOS; 28 S. 
M. Faber et al. 2003 ), the Michigan/Magellan Fiber System (M2FS; 29 

M. Mateo et al. 2012 ), and GIRAFFE 

30 (F. Royer et al. 2014 ), all 

20 See https://hsc.mtk.nao.ac.jp/ssp/survey/. 
21 See https://panstarrs.stsci.edu/. 
22 See https://www.desi.lbl.gov/. 
23 See https://www.esa.int/Science Exploration/Space Science/Euclid . 
24 See http://www.ing.iac.es/weave/index.html . 
25 See https://datalab.noirlab.edu/smash/smash.php . 
26 See https://www.lsst.org/ and https://rubinobservatory.org/. 
27 See https://www.4most.eu/cms/home/. 
28 See https://www2.keck.hawaii.edu/inst/deimos/.
29 See https://ui.adsabs.harvard.edu/abs/2012SPIE.8446E..4YM/abstract. 
30 See https://www.eso.org/sci/facilities/paranal/instruments/flames/inst/ 
Giraffe.html . 

currently operational since & 10 yr. In the future, the E-ELT 

31 (R. 
Gilmozzi & J. Spyromilio 2007 ), currently under construction at the 
Cerro Armazones (Chile) site – close to CTAO-S – will also sample 
dSph member stars with unprecedented sensitivity. 

A complementary approach to evaluate the future prospects 
consists in performing analytical or semi-analytical estimates of the 
number of MW satellites, with the aim of predicting the abundance 
of potentially highly DM-dominated dSphs to be discovered in the 
future. For example, S. Ando et al. ( 2019 ) compute the statistics of 
objects discovered by the Large Synoptic Survey Telescope (LSST) 
by adopting models of MW halo substructures and phenomenological 
prescriptions connecting subhaloes to satellite galaxies. In this way, 
they find that ∼1 target with log Jann ( < 0 . 5◦) ≥ 19. 4 is expected 
5 per cent of the time, consistent with our computation of the 
astrophysical factor for CBe. More optimistically, J. Coronado- 
Blázquez et al. ( 2021 ) pointed out, based on predictions from the 
DM-only Via Lactea II simulations (see e.g. T. Kelley et al. 2019 , 
for results from hydrodynamical simulations), that CTAO will likely 
detect & 5 to & 10 targets with log Jann ( < 0 . 5◦) & 19, and ∼1 with 
log Jann ( < 0 . 5◦) & 20, considering the cumulated exposure over the 
sky. 

Such results further highlight that, with a wide range of spec- 
trophotometric instruments already available and more performing 
facilities planned for the near future, dedicated observational cam- 
paigns for the discovery of dSphs and more detailed investigation 
of the stellar content of those presently known should become 
operational before the advent of CTA. The expected results from 

observations carried out with such facilities will impact for both the 
discovery of new nearby, low-luminosity dSphs that had remained 
undetected so far (e.g. A. Drlica-Wagner et al. 2020 ) and are possibly 
hosted inside massive DM haloes, and for the better determination 
of the kinematic properties of (ultra-faint) sources with sparsely 
populated stellar samples (see Table A2 ), for which an improvement 
in the determination of Jann and Jdec is anticipated. 32 

5.2 ‘Champion’ dSphs: the case of UMaIII 

As discussed above, N -body simulations (e.g. J. Diemand et al. 
2008 ) predict O(1) DM subhaloes with Jann & 1020 GeV2 cm−5 

in the MW halo (see J. Coronado-Blázquez et al. 2021 ). If such 
highly DM-dominated subhaloes have formed dSphs, they would 
constitute optimal targets for CTAO. In the following we argue 
that, if the observational data are confirmed, the recent discovery 
of the dSph U1/Ursa Major III (UMaIII hereafter; S. E. T. Smith 
et al. 2024) sparks interest, since this object could represent such a 
‘champion’. S. E. T. Smith et al. ( 2024 ) report that UMaIII would 
be the closest ultrafaint dSph (d ∼ 10 kpc), and would possess a 
velocity dispersion of member stars yielding the highest value of Jann 

over all known dSphs. 33 

The validity of this prediction is under debate: when in fact the star 
with the highest impact on the kinematic modelling of this system is 
removed from the analysis, the velocity spread reduces, completely 
vanishing when removing the second one L. K. C. Fisher et al. ( 2025 , 
see also). However, by adopting the Jann -to-d relation (equation 4 ), 

31 See https://elt.eso.org/. 
32 Preliminary tests show that the Jeans analysis on the dSph kinematics 
produces uncertainties that scale with N−1 / 2 (i.e. according to a Poissonian 
statistics), where N is the number of confirmed member stars. 
33 The UMaIII astrophysical factor from M. Crnogorčević & T. Linden ( 2024 ) 
is ∼500 times higher than that of Scl, the first discovered dSph. 
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Figure 12. ULs to the DM annihilation cross-section with simulated CTAO observations of dSphs (blue solid lines) compared to the most constraining limits 
obtained with observations of dSphs by current γ -ray facilities – MAGIC (V. A. Acciari et al. 2022 ), HAWC (A. Albert et al. 2018 ), H.E.S.S. (H. Abdallah 
et al. 2020 ), Fermi -LAT (S. Hoof, A. Geringer-Sameth & R. Trotta 2020 ), and VERITAS (S. Archambault et al. 2017 ). The CTAO limits for dSphs are obtained 
with 600-h combined observations of Wil1 and CBe, assuming an Einasto DM profile. Left panel: limits for the bb̄ channel. Right panel: limits for the τ+ τ−

channel. In both panels, the value of the thermal-relic cross-section by G. Steigman et al. ( 2012 ) is indicated for reference. 

M. Crnogorčević & T. Linden ( 2024 ) find Jann ∼ 1020 . 9 GeV2 cm−5 

for UMaIII, with an uncertainty of 0.1 dex only: this allows them to 
set an extremely robust constraint on the annihilation of DM with 
Fermi -LAT data (M. Crnogorčević & T. Linden 2024 ). We recall that 
this is not the first time that a cluster of stars is wrongly identified as 
the most DM-dominated target, having this already happened with 
Seg1 (J. D. Simon et al. 2011 ; V. Bonnivard et al. 2015b ) and more 
recently with TriII (A. Genina & M. Fairbairn 2016 ; E. N. Kirby 
et al. 2017 ). 

Given that ‘champion’ dSphs are predicted by N -body simulations 
and could possibly be correctly identified by the time in which CTAO 

will have started its operations, we investigate in the following the 
prospects of using targets like UMaIII in indirect DM searches. 
However, at present no robust spectrophotometric data are available 
from dedicated observing campaign of this source: therefore, we 
cannot include UMaIII in our analysis, since it would be excluded 
by the data quality selection. To overcome this issue, we thus limit 
ourselves to scale the expected limits for the dSphs analysed so far 
to the value of Jann found by S. E. T. Smith et al. ( 2024 ) and M. 
Crnogorčević & T. Linden ( 2024 ). 

5.3 Comparison with other limits – annihilating DM 

We now first proceed to compare our limits with those obtained with 
dSph observations from other instruments. We show this comparison 
in Fig. 12 for the bb̄ and the τ+ τ− channels; for conciseness, rather 
than providing an exhaustive census of all the limits available in 
the literature, we select only the more recent or more constraining 
results. To this aim, we use: 

(i) data from the combination of 4 dSphs observed with MAGIC 

between 2011 and 2019 (V. A. Acciari et al. 2022 ); this data set is 

composed of 52.1 h on DraI, 49.5 h on CBe, 94.8 h on UMaII, and 
157.9 h on Seg1, for a total of 354.3-h exposure time; 34 

(ii) H.E.S.S. data (H. Abdallah et al. 2020 ) including RetII 
(18.3 h), TucII (16.4 h), TucIII (39.0 h), TucIV (39.2 h), and GruII 
(29 h), for a total of ∼186 h; 

(iii) VERITAS limits (S. Archambault et al. 2017 ) obtained from 

∼230-h observations of 5 dSphs (Seg1, UMi, DraI, BooI, and Wil1); 
(iv) HAWC results (A. Albert et al. 2018 ) based on the combined 

results from 15 dSphs (BooI, CVnI/II, CBe, DraI, Her, LeoI/II/IV, 
Seg1, Sex, UMaI/II, UMi, and TriII) in 507 d of data; 

(v) Fermi -LAT results (A. McDaniel et al. 2024 ) obtained with 30 
dSphs (the so-called Measured sample) observed for 14 yr. 35 

At the time of CTAO, interesting limits are also expected from 

annihilating DM in dSphs (J. A. R. Cembranos et al. 2020 ) from the 
Square Kilometer Array (R. Braun et al. 2015 ) and its precursors (A. 
Kar et al. 2019 ). 

Looking at Fig. 12 , we see that the CTAO limits obtained with 
the combination of the two best targets at hand – DraI and UMi 
– for a duration of observations of 600 h, would provide limits 
a factor of ∼10 better than any other current limits achieved by 
IACTs and shower front detectors. When comparing to Fermi -LAT 

(A. McDaniel et al. 2024 ), the CTAO limits would be the most 
constraining above ∼10 TeV for the bb̄ channel and above ∼1 TeV 

for the τ+ τ− case. We advise some caution in making a direct 
comparison, due to the fact that our limits are obtained profiling 
over the astrophysical factor uncertainties while some of those with 
which we compare are not. As discussed in Section 4 , neglecting such 
uncertainties can indeed have a major impact on the final results. 

34 For this data set, the astrophysical factors used for that work are compatible 
with those used here, except for Seg1. 
35 Wil1 is removed from this analysis due to the claim of strong evidence for 
tidal disruption and/or non-equilibrium kinematics (B. Willman et al. 2011 ). 
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Figure 13. ULs to the DM annihilation cross-section with simulated CTAO observations of dSphs (blue solid lines) compared to the most constraining limits 
obtained by current γ -ray facilities ( Fermi -LAT; S. Hoof et al. 2020 ) and to CTAO prospects on other targets – the LMC (CTAO Consortium 2023 ), the GC 

(CTAO Consortium 2021b ), the DM subhaloes (J. Coronado-Blázquez et al. 2021 ), and the Perseus cluster (CTAO Consortium 2024b ) – and from direct 
detection experiments and accelerators (D. Bauer et al. 2015 ). The CTAO limits for dSphs are obtained with 600-h combined observations of DraI and UMi, 
assuming an Einasto DM profile. Left panel: cross-section limits for the bb̄ channel. Right panel: limits for the τ+τ− channel. In both panels, the value of the 
thermal-relic cross-section by G. Steigman et al. ( 2012 ) is indicated. The projected limits for UMaIII/U1 discussed in the text are also shown. 

In Fig. 13 , we also compare the CTAO sensitivity in the bb̄ 

and τ+ τ− channels using dSphs with other relevant indirect DM 

limits, either obtained for other classes of astrophysical targets 
that are suitable for DM searches with CTAO or derived with 
different techniques. 36 Specifically, we report limits obtained with 
ATLAS/CMS and COUPP by D. Bauer et al. ( 2015 ) adapted to the 
 σv − mDM 

plane, 37 the 14-yr Fermi -LAT limits from A. McDaniel 
et al. ( 2024 , called MEASURED limit there), the limits predicted 
for CTAO observations of the GC (called SENS limit there, CTAO 

Consortium 2021b ), those derived from observations of the Perseus 
galaxy cluster (called SENSMAX limit there CTAO Consortium 2024b ) 
and the LMC (CTAO Consortium 2023 , called NFWMEAN limit there); 
we also add predictions for CTAO in search of DM annihilation 
signals from dark clumps (called EXPO limit there, J. Coronado- 
Blázquez et al. 2021 ). Also here, some caution should be adopted
when comparing other CTAO predictions with those obtained in 
this work, since all of them have been derived for fixed values of the 
astrophysical factors without profiling over the relative uncertainties. 

Fig. 13 reveals that dSph observations with CTAO provide the most 
constraining limits in the multi-TeV WIMP mass range. The limits 
obtained with dSphs are significantly more constraining than those 
obtained for the Perseus cluster and dark clumps, demonstrating the 
relevance of using such a class of objects as targets for indirect DM 

searches. The dSph limits are instead less constraining than those 
predicted for both the GC and the LMC; however, we remark that 
such sources are subject to larger uncertainties on the DM modelling 
than dSphs, given the still poor modelling of the interplay between 
baryons and DM in the MW halo. Also, the assumption of a cored 
DM density profile in place of a cuspy one alters the predicted bounds 

36 The search for narrow-line DM signatures with CTAO is reported in a 
separate work (CTAO Consortium 2024a ). 
37 This choice is partially model-dependent. 

up to a factor of ∼ 20 ÷50 (CTAO Consortium 2021b ). For the LMC 

observation, the DM signal is expected to be significantly extended 
( ∼ 10◦) and contaminated by the astrophysical foreground emission 
(CTAO Consortium 2023 ). For these reasons, especially in the case 
of an established DM signal, dSphs would still be attractive targets 
to corroborate and further study this type of γ -ray emission. 

5.4 Comparison with other limits – decaying DM 

As done for the annihilation case, we show the comparison for the 
decaying DM case in Fig. 14 , adopting the bb̄ and the τ+ τ− as 
representative channels. We exclude UMaIII from these plots due 
to its compactness, which – similarly to Scl – would lead to a low 

integrated signal yield for DM decay. We compare our limits with a 
selection of recent and constraining results: 

(i) M. Cirelli et al. ( 2012 ), who analysed the Fornax galaxy cluster 
as observed by H.E.S.S. and forecast limits for CTAO by adopting 
an educated guess of 50-h observations; 

(ii) M. G. Baring et al. ( 2016 ), who analysed six years of Fermi - 
LAT data from 16 dSphs with a stacked analysis. This limits compare 
well with other Fermi -LAT based limits (e.g. S. Ando & K. Ishiwata 
2015 ; C. Blanco & D. Hooper 2019 ) obtained from the analysis of 
the diffuse extragalactic γ -ray background emission; 

(iii) CTAO prospects on the observation of the Perseus galaxy 
cluster for 300 h (CTAO Consortium 2024b ); 

(iv) Z. Cao et al. ( 2024 ), reporting limits obtained in 700 d of 
observations on a combination of dSphs. 38 

Fig. 14 shows that the CTAO limits for dSphs in the τ+ τ− channel 
are competitive above 10 TeV with respect to the current ones. 
Interestingly, the limits obtained in this work are orders of magnitude 

38 This combination includes Seg1. 
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Figure 14. LLs on the DM decay lifetime for the bb̄ channel with simulated CTAO observations of dSphs compared to the most constraining limits obtained 
by current γ -ray facilities – Fermi -LAT (M. G. Baring et al. 2016 ) and LHAASO (Z. Cao et al. 2024 ) – and the CTAO prospects for the Fornax (M. Cirelli 
et al. 2012 ) and the Perseus clusters (CTAO Consortium 2024b ). The CTAO limits for dSphs are obtained with 600-h combined observations of CBe and UMi, 
assuming an Einasto DM profile. Left panel: cross-section limits for the bb̄ channel. Right panel: limits for the τ+ τ− channel. 

more constraining than those obtained when observing the Perseus 
galaxy cluster (CTAO Consortium 2024b ): this is due to the larger 
distance of this source compared to our ‘champion’ dSphs (redshift 
z ∼ 0.02; L. E. Bilton & K. A. Pimbblet 2018). A more suited galaxy
cluster for decaying DM searches is Fornax ( z ∼ 0 . 005; P. Firth, M. 
J. Drinkwater & A. M. Karick 2008 ); however, the limits reported 
by M. Cirelli et al. ( 2012 ) are mostly based on the adopted educated 
guesses. 

5.5 Observational strategy 

The results obtained above allow us to discuss the observational 
strategy to be proposed for CTAO toward the class of dSphs. 
Considering the competition with other astrophysical targets and 
the preliminary scheme of the KSPs (CTAO Consortium 2019 ), 
we estimated in Section 4.3 that – although the formal schedule 
of observations is not fully defined yet and an ample amount of 
time will be devoted to guest programs, thus leading to a potential 
overestimation of the allocated observing time – CTAO could 
plausibly provide to ∼600 h on such sources. Having also shown how 

the constraints on the DM parameter space are strongly dominated 
by those objects with the highest astrophysical factors, we point 
to a strategy in which deep exposures of few ‘champion’ dSphs are 
performed. However, the choice of the best dSphs is strongly affected 
by uncertainties related to the astronomical knowledge of their stellar 
content and motion (see Appendix A ). As discussed in Section 5.1 , 
future astronomical campaigns on dSphs will be extremely relevant 
to obtain more accurate determinations of the DM density profile for 
both known dSphs and newly discovered candidates. An alternative 
strategy could be instead that of observing multiple dSphs to reduce 
the risk of uncertain astrophysical factors. 

6  S U M M A RY  A N D  C O N C L U S I O N S  

In this work, we have presented the prospects for the detectability 
of γ -rays from processes of DM annihilation and decay in dSph 
haloes with CTA, assuming DM to be composed of non-SM particles 
belonging to the WIMP class. 

6.1 Summary of results 

Our main results can be summarized as follows: 

(i) We have consistently selected the best targets according to their 
DM content, starting from a complete list (see Table 2 and Table A1) 
and narrowing down to the optimal dSphs in terms of observability, 
expected signal strength and uncertainty on their astrophysical 
factors. Collecting all the most updated and complete samples of 
spectrophotometric data of such dSphs, we have made use of the 
public CLUMPY code to compute the DM distribution in the selected 
dSph haloes in a common framework of data treatment for both 
classical and ultrafaint targets (see Section 2.2 and Appendix A ), and 
have compared our astrophysical factors with the results currently 
available in the literature (see Figs 6 and A2 ). Our calculations of Jann 

and Jdec are in agreement with what has been found in both single- 
target and ensemble analyses of the DM content in dSph haloes, with 
the exception of those known targets that have biased observational 
data or exhibit tidal disruption features (see Section 2.2 ) We have also 
provided updated calculations of the corresponding astrophysical 
factors Jann and Jdec (also known as J - and D-factors). This is of 
direct relevance for DM searches from dSphs also well outside the 
context of CTAO. 

(ii) The uncertainties on the astrophysical factors due to the poor 
knowledge of stellar content and motion (extensively discussed in 
Appendix A ) depend on the target, and may amount to more than 
an order of magnitude in the worst cases. This can in principle 
significantly bias our estimates, thus demanding deep surveys to 
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adequately sample the stellar content of this class of targets for both 
the already known ones and those newly discovered (see Section 5.1 ). 

(iii) We have presented the signal model and analysis pipeline 
(see Section 3 ), based on the public GAMMAPY software – the 
official CTAO analysis code – and discussed the contribution of 
systematic uncertainties (see Appendix B ). These amount to at most 
10 per cent, and are subdominant with respect to the uncertainties on 
the astrophysical factor. 

(iv) We have produced limits for annihilating DM both in in- 
dividual targets (see Fig. 8 ) and from a combined analysis (see 
Section 4.3 ) down to  σv ∼ 5 × 10−25 cm3 s−1 , as well as for the 
case of decaying DM up to τ ∼ 1028 s (see Fig. 9 ), for combined 
observations of the best dSphs. 

(v) The derivation of limits for annihilating or decaying DM 

with the inclusion of the astrophysical factor uncertainties plays 
an important role, since it may affect both the achieved sensitivity 
in the DM parameter space – a worsening of the derived limits by 
a factor & 10 (see Section 4.1 ) – and the optimal target selection. 
We recommend profiling the likelihood over the astrophysical factor 
uncertainties in all future works to improve the accuracy in assessing
the effective reach of the indirect DM searches with the Cherenkov 
technique. 

(vi) Limits at high DM masses obtained for dSphs with CTAO are 
up to one order of magnitude better than the corresponding limits 
obtained with current instruments (see Fig. 12 ). These limits are 
more constraining than those predicted for CTAO toward the Perseus 
galaxy cluster thanks to the dSph proximity and lack of significant 
background emission, but less than those derived from simulated 
observations of the GC or the LMC due to the intrinsically larger 
content of DM of such targets; however, the latter two are subject 
to large systematic uncertainties due to their DM modelling (see 
Fig. 13 ). 

(vii) In case new DM-dominated dSphs will be discovered as 
predicted by numerical simulations (see Section 5.1 ), or the most 
optimistic astrophysical factors for objects like UMaIII will be con- 
firmed, the CTAO reach with even a single target for annihilating DM 

will fall well below the thermal-relic limit in reasonable observing 
times (see Fig. 13 ). 

6.2 Conclusions 

In this work we argued that dSphs are a valid class of targets for 
indirect DM searches in VHE γ -rays, due to (i) the absence of a 
significant background contamination than in closer targets such as 
the GC and the LMC, thus providing independent constraints and 
corroborating evidence in case of signal hints at those targets, and 
(ii) stronger expected signals with respect to more distant sources 
such as the galaxy clusters. An optimal exploitation of dSphs for 
DM searches will, however, rely in future deep spectrophotometric 
surveys on current (or yet-to-be discovered) dSphs aimed at reducing 
the uncertainties in the DM modelling, in order to obtain the best set 
of dSphs to be pointed at in the CTAO era. In such conditions, the 
best observational strategy will be likely based on deep pointings of 
few optimal targets rather than shorter snapshots of many objects. 
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A P P E N D I X  A :  D E R I VAT I O N  O F  T H E  

A S T RO P H Y S I C A L  FAC TO R S  F O R  T H E  C TAO  

O P T I M A L  D S P H S  

Hereafter, we describe the details of the input data sets and the 
operational set-up of the MCMC Jeans analysis that has been 
performed with the CLUMPY software in order to make the target 
selection and derive the astrophysical factors of the optimal dSphs for 
the DM searches with CTA. This appendix completes the information 
reported in Section 2.2 . 

A1 Original source selection and discarded targets 

In Section 2.2 , we have presented our target selection based on 
distance criteria and quality of stellar information. Out of a starting 
sample of 64 dSphs candidates, we have narrowed down the initial list 
first to 35 surviving candidates, reported in Table 2 and with a second 
selection to 14 plausible targets for both hemispheres, reported in 
Table 3 . For completeness, we also report in Table A1 , the list of 29 
targets that were excluded according to the first selection cut. 

A2 CLUMPY set-up for the computation of the astrophysical 
factors 

We follow the prescriptions by V. Bonnivard et al. ( 2015b) to derive 
the astrophysical factors of dSph haloes in a self-consistent and 
conservative way. In Section 2.2 , we have discussed the retrieval of 
the stellar information for each target from literature data of the 35 
targets that survived our first selection cut. 

A2.1 Brightness profiles 

For these selected targets, we attempted a fit the brightness density 
n∗( r) of each galaxy with a 3D Zhao–Hernquist profile (L. Hernquist 
1990 ; H. Zhao 1996 ): 

n∗( r) = n∗
s 


r 
r∗
s 

γ ∗ 
1 +


r 
r∗
s 

α∗ β∗−γ ∗
α∗

, (A1) 

projected onto the corresponding circularized 41 2D surface bright- 
ness profile ( r). The spatial distribution of the baryonic content 
over the dSph volume inferred in this way is used in CLUMPY as a 
proxy for the DM spatial distribution to solve the Jeans equation ( 5 ). 

We performed this fit using the IDL package MPFIT (C. B. Mark- 
wardt 2009 ), requesting that the final profiles give finite numbers 
of stars – and hence finite dSph brightnesses – once integrated up 
to infinity. This in turn translates to constraints on the inner slopes 
γ ∗ < 3 and outer slopes β∗ > 3. Such choices forced us to remove 
Segue 2, Tucana II, Tucana III, and Tucana IV from the sample 
of optimal targets, since no binned surface brightness data were at 
present available for these dSphs, and Boötes II, for which no profile 
with finite luminosity can be obtained. 42 

A2.2 Stellar kinematics 

For the dSph stellar kinematics, we were forced to remove from 

the analysis those candidates that did not have adequately populated 
stellar samples to obtain a significant MCMC fit, i.e. the targets with 
number of confirmed member stars Nmem 

< Npar ( Npar being the 
number of free parameters in the fitting procedure, which is set to 
7: 3 for the DM density profile, and 4 for the velocity anisotropy in 
our framework). This further constraint led us to exclude Boötes III, 
Carina II, Carina III, Laevens 3, Cetus II, Eridanus III, Horologium 

I, Horologium II, Indus I, Pictor I, Phoenix II, Tucana V, and 
Virgo I, since such targets had no spectroscopic measurements or 

41 rcirc = r
√ 

1 − , with  the dSph eccentricity. 
42 This is hinting to a severe tidal disruption of the Boötes II baryonic content, 
due to its potential association with the Sagittarius stellar stream (V. Chandra 
et al. 2022 ), although an inaccurate measurement of the surface brightness 
due to its intrinsic faintness (N. F. Martin et al. 2008 ) is equally possible. 
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Figure A1. Left panels: best-fitting integrated brightness profiles ( r) of the dSphs that pass the selection on the astrometric data availability as a function 
of the object’s projected (2D) radial coordinate r from the dSph centroid. In each panel, the projected 3D profile resulting from the fit (red line) is shown 
superimposed on the corresponding background-subtracted data set (black dots). Right panels: distributions of radial velocities for the most updated stellar 
samples available for each optimal dSph (black solid histograms; see Table A2 for the references). For each dSph, a Gaussian is shown to represent the velocity 
distribution of confirmed member stars obtained either from the application of the EM algorithm by M. G. Walker et al. ( 2009b , red dot–dashed lines) or from 

the binary classification extracted from the relevant literature (blue dashed lines; see Table A2 for the references). 

spectroscopic samples containing ≤5 member candidates (A. Koch 
et al. 2009 ; S. E. Koposov et al. 2015b ). 

To take into account non-radial components of the stellar velocities 
– that hint to a partial, although not dominant, rotational support of 
the dSph structure – we adopted in CLUMPY the most conservative 
priors by V. Bonnivard et al. ( 2015a ) for the treatment of the velocity 
anisotropy, using the Baes & van Hese profile (M. Baes & E. van 
Hese 2007 ): 

βani ( r ) =
β0 + β∞ 

( r /ra )η

1 + ( r/ra )η
, (A2) 

with four free parameters (central anisotropy β0 , asymptotic 
anisotropy β∞ 

, anisotropy scale radius ra , and sharpness index η). 

A2.3 Stellar association 

To select only fiducial member stars for each target, we processed 
the stellar kinematics data sets of the classical dSphs, plus those 
of Segue 1 and Sagittarius I, through the expectation–maximization 
(EM) algorithm by M. G. Walker et al. ( 2009b ). We also applied 
additional static cuts on the spectroscopic stellar parameters in the 
case of Draco I (M. G. Walker et al. 2015a ) and Segue 1 (V. Bonnivard 
et al. 2016b ). This procedure was feasible only for those objects 
that had sufficiently populated ( N & 100) stellar samples; for the 
remaining ultrafaint dSphs, we adopted binary (0/1) memberships 

already available in the literature. It is to be noted that no spatial cuts 
were applied to the data that were processed with the EM algorithm: 
in fact, since for all targets we aim at computing precise astrophysical 
factor profiles up to large angular distances from the dSph centroid 
in order to exploit the large FoV of the CTAO telescopes (see 
Section 2.2 ), we did not preliminarily remove any candidate member 
star based on their coordinates. This is clearly biasing the Jann and Jdec 

calculation for some sources, like Sagittarius I, that show significant 
non-equilibrium features; nevertheless, we maintain them in our 
analysed sample flagging them adequately (see Table A5 ). 

Due to the relatively low number of members ( < 50) for many of 
the analysed dSphs, we chose the CLUMPY unbinned analysis method 
(V. Bonnivard et al. 2015b , c ), which runs over the velocity data of the 
single member stars. After this selection, we were left with a sample 
of 14 targets; for them, the brightness profiles and the distribution 
of stellar velocities are reported in Fig. A1 . We report the number of 
member stars identified in this way for such dSphs in Table A2 . Note 
that the scale number density n∗

s in equation ( A1 ) has been converted 
to a brightness density ρ∗

s scaling the volume integral of the stellar 
number density profile to the dSph V -band absolute magnitude. 

A2.4 DM density profiles 

To compute the DM density profiles, we chose both a cuspy Einasto 
profile (J. Einasto 1965 ) with three free parameters (DM scale density 
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Table A1. Same as Table 2 , but for those targets that do not satisfy our first selection cut (in alphabetical order). 

Name Abbr. Type RA Dec. Distance ZAculm 

ZAculm 

Month Ref. 
(hh mm ss) (dd mm ss) (kpc) N (deg) S (deg) 

Andromeda XVIII AndXVIII uft 00 02 14.5 + 45 05 20 1330 ± 104 16.3 69.7 Sept 1,2 
Antlia II AntII uft 09 35 33.7 −36 46 12 132 ± 6 65.8 12.5 Feb 3 
Aquarius II AqrII uft 22 33 55.1 −09 19 48 108 ± 3 38.3 15.8 Aug 4 
Boötes IV BoöIV uft 15 34 45.5 + 43 43 48 209 ± 20 14.2 67.5 May 5 
Canes Venatici I CVnI uft 13 28 03.5 + 33 33 21 216 ± 8 4.8 58.2 Apr 1,6 
Canes Venatici II CVnII uft 12 57 10.0 + 34 19 15 159 ± 8 5.6 58.9 Apr 1,6 
Carina I CarI cls 06 41 36.7 −50 57 58 106 ± 1 79.7 26.3 Dec 1,7 
Centaurus I CenI uft 12 38 21.5 −40 54 00 116 ± 2 70.0 16.7 Apr 8 
Cetus I CetI uft 00 26 11.0 −11 02 40 748 ± 31 39.8 13.6 Sept 1,9 
Cetus III CetIII uft 02 05 19.3 −04 16 12 251 ± 19 32.5 20.8 Oct 10 
Columba I ColI uft 05 31 26.4 −28 01 48 182 ± 18 56.8 3.4 Dec 11 
Crater II CrtII uft 11 49 14.5 −18 24 36 118 ± 1 47.5 5.8 Mar 12 
Eridanus II EriII uft 03 44 21.5 −43 31 48 330 ± 16 72.3 18.9 Nov 13 
Fornax For cls 02 39 59.3 −34 26 57 146 ± 1 63.2 9.8 Oct 1,7 
Grus I GruI uft 22 56 42.4 −50 09 48 120 ± 17 78.9 25.5 Sept 14 
Hercules Her uft 16 31 02.0 + 12 47 30 137 ± 11 16.0 37.4 May 1,15 
Hydra II HyaII uft 12 21 42.1 −31 59 07 134 ± 10 60.7 7.4 Mar 16 
Indus II IndII uft 20 38 52.8 −46 09 36 214 ± 16 74.9 21.5 Aug 11 
Leo I LeoI cls 10 08 28.1 + 12 18 23 272 ± 10 16.5 36.9 Feb 1,17 
Leo II LeoII cls 11 13 28.8 + 22 09 06 240 ± 9 6.6 46.8 Mar 1,18 
Leo IV LeoIV uft 11 32 57.0 −00 32 00 151 ± 4 29.3 24.1 Mar 1,19 
Leo V LeoV uft 11 31 09.6 + 02 13 12 169 ± 5 26.5 26.9 Mar 1,19 
Leo T LeoT uft 09 34 53.4 + 17 03 05 377 ± 28 11.7 41.7 Feb 1,20 
Pegasus III PegIII uft 22 24 25.2 + 05 24 36 215 ± 12 22.5 40.0 Aug 21 
Phoenix I PheI uft 01 51 06.3 −44 26 41 427 ± 31 73.2 19.8 Oct 1,20 
Pictor I PicI uft 04 43 48.0 −50 16 48 126 ± 24 79.0 25.7 Nov 13 
Pisces II PscII uft 22 58 31.0 + 05 57 09 182 ± 13 22.8 30.6 Sept 1,22 
Tucana I TucI uft 22 41 49.6 −64 25 10 855 ± 35 – 39.8 Sept 1,9 
Ursa Major I UMaI uft 10 34 52.8 + 51 55 12 105 ± 2 23.2 76.6 Mar 1,23 

Notes. References: 1 A. W. McConnachie ( 2012 ), 2 L. N. Makarova et al. ( 2017 ), 3 G. Torrealba et al. ( 2019 ), 4 G. Torrealba et al. ( 2016b ), 5 D. Homma et al. ( 2019 ), 
6 S. Okamoto et al. ( 2012 ), 7 P. Karczmarek et al. ( 2015 ), 8 S. Mau et al. ( 2020 ), 9 A. K. Dambis et al. ( 2013 ), 10 D. Homma et al. ( 2018 ), 11 A. Drlica-Wagner et al. 
( 2015b ), 12 G. Torrealba et al. ( 2016a ), 13 K. Bechtol et al. ( 2015 ), 14 S. E. Koposov et al. ( 2015a ), 15 C. Garling et al. ( 2018 ), 16 N. F. Martin et al. ( 2015 ), 17 P. B. 
Stetson et al. ( 2014 ), 18 R. B. Tully et al. ( 2013 ), 19 G. E. Medina et al. ( 2018 ), 20 V. Ripepi et al. ( 2014 ), 21 D. Kim et al. ( 2016 ), 22 D. J. Sand et al. ( 2012 ), and 
23 T. M. Brown et al. ( 2012 ). 

ρs , DM scale radius rs , and DM sharpness index α), and a cored 
Burkert profile (A. Burkert 1995 ) with only scale density and radius 
as free parameters (see equation 6 ). Such choices imply MCMC 

fits with a total of 7 and 6 free parameters, respectively. The priors 
adopted for such free parameters are the same listed in V. Bonnivard 
et al. ( 2015a ). On such parameter sets, we run 200 independent MC 

chains of 105 realizations each for every target. From the resulting 
posterior distributions of profile parameters, we derive their average 
best-fitting values, reporting them in Tables A3 and A4 along with 
the corresponding uncertainties at 68 per cent CL. 

A2.5 Tidal radii 

We then derived the distribution of tidal radii Rtid for each dSph from 

the output profiles as made by V. Bonnivard et al. ( 2015b ), iteratively 
solving the tidal equation (V. Springel et al. 2008 ; P. Mollitor et al. 
2015 ): 

Rtid =

⎡ 
⎢ ⎢ ⎢ ⎢ ⎣ 

MdSph  

2 − d ln MMW 

d ln r 


dGC 

 

· MMW 

( < dGC ) 

⎤ 
⎥ ⎥ ⎥ ⎥ ⎦ 

1 / 3 

× dGC , (A3) 

where MdSph is the total dSph DM mass, MMW 

is the MW mass 
(here assumed to be 1012 M; L. L. Watkins et al. 2019 ), and dGC 

is the dSph Galactocentric distance (A. W. McConnachie 2012 ). We 
also report the average values of Rtid , along with the corresponding 
uncertainties at 68 per cent CL, in Tables A3 and A4 for the two 
adopted DM density profiles, respectively. 

A2.6 Boost to the astrophysical factors from DM substructures 

N -body simulations and the cold, collisionless nature of WIMPs 
predict that MW-like DM haloes form by hierarchical clustering of 
smaller substructures, that are generally referred to as DM subhaloes 
(M. Kuhlen, M. Vogelsberger & R. Angulo 2012 ; J. Zavala & 

C. S. Frenk 2019 ). The effect of substructures on DM searches 
has been subject to strong debates in the past (e.g. A. Pinzke, 
C. Pfrommer & L. Bergström 2011 ; M. A. Sánchez-Conde et al. 
2011 ; L. Gao et al. 2012 ; M. A. Sánchez-Conde & F. Prada 2014 ; 
Á. Moliné et al. 2017 ; S. Ando et al. 2019 ). Depending on the 
target, the subhalo contribution can in fact strongly increase the 
astrophysical factor in the annihilation case where the signal yield 
depends on the integration of a squared DM density from extremely 
compact and dense subhaloes (see equation 3 ). Such a contribution is 
modelled according to the subhalo number density, the subhalo radial 
distribution within the host halo, and the so-called concentration 
parameter. Such functions are obtained using data from N -body 
simulations such as Via Lactea II and Aquarius (J. Diemand et al. 
2008 ; V. Springel et al. 2008 ; A. Aguirre-Santaella & M. A. Sánchez- 
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Table A2. Parameters of the 3D brightness profiles (see Fig. A1 ) for the selected dSphs. 

Name Site MV  ρ∗
s r∗

s α∗ β∗ γ ∗ Ref. 
(mag) (105 L kpc−3 ) (kpc) 

BoöI N −6 . 3 ± 0 . 2 0 . 39 ± 0 . 06 1 . 14 ± 0 . 21 0 . 461 ± 0 . 021 1.1 7.7 0.0 1,2 
CBe N −4 . 1 ± 0 . 5 0 . 38 ± 0 . 14 1 . 08 ± 0 . 50 0 . 0740 ± 0 . 0035 1.1 5.4 0.0 1,3 
DraI N −8 . 8 ± 0 . 3 0 . 31 ± 0 . 02 4 . 5 ± 1 . 3 0 . 1473 ± 0 . 0079 6.8 3.8 0.0 1,4 
GruII S −3 . 9 ± 0 . 2 ∼0.2 1 . 58 ± 0 . 29 0 . 166 ± 0 . 016 1.3 7.6 0.0 5 
RetII S −3 . 6 ± 0 . 2 0. 6 ± 0 . 2 2 . 04 ± 0 . 19 0 . 0408 ± 0 . 0026 3.5 4.7 1.1 6 
Scl S −11 . 1 ± 0 . 5 0 . 32 ± 0 . 03 23 ± 11 0 . 2100 ± 0 . 0050 3.2 4.0 0.6 1,4 
Seg1 N −1 . 5 ± 0 . 8 0 . 48 ± 0 . 13 1 . 21 ± 0 . 89 0 . 0739 ± 0 . 0064 1.1 9.2 0.2 1,7 
Sex S −9 . 3 ± 0 . 5 0 . 35 ± 0 . 05 0 . 56 ± 0 . 26 0 . 493 ± 0 . 018 2.7 4.0 0.6 1,4 
SgrI S −13 . 5 ± 0 . 3 0 . 64 ± 0 . 02 0 . 277 ± 0 . 076 1 . 869 ± 0 . 060 1.1 4.9 0.0 1,8 
SgrII S −5 . 2 ± 0 . 4 ∼0.2 42 . 9 ± 3 . 9 0 . 0371 ± 0 . 0028 3.5 5.7 0.1 9,10 
TriII N −1 . 8 ± 0 . 5 ∼0.2 7 . 3 ± 3 . 4 0 . 0342 ± 0 . 0023 1.2 5.3 0.0 11 
UMaII N −4 . 2 ± 0 . 6 0 . 63 ± 0 . 05 49 . 4 ± 27 . 3 0 . 0265 ± 0 . 0015 0.1 2.1 2.0 1,3 
UMi N −8 . 8 ± 0 . 5 0 . 56 ± 0 . 05 21 . 7 ± 10 . 0 0 . 336 ± 0 . 010 4.0 7.3 0.7 1,4 
Wil1 N −2 . 7 ± 0 . 8 0 . 47 ± 0 . 08 4 . 4 ± 3 . 3 0 . 0251 ± 0 . 0046 1.2 5.9 0.0 1,7 

Notes. References: 1 A. W. McConnachie ( 2012 ); 2 V. Belokurov et al. ( 2006 ); 3 R. R. Mu˜ noz, M. Geha & B. Willman 
( 2010 ); 4 M. Irwin & D. Hatzidimitriou ( 1995 ); 5 A. Drlica-Wagner et al. ( 2015b ); 6 K. Bechtol et al. ( 2015 ); 7 N. F. Martin, 
J. T. A. de Jong & H.-W. Rix ( 2008 ); 8 S. R. Majewski et al. ( 2003 ); 9 B. P. M. Laevens et al. ( 2015b ); 10 B. Mutlu-Pakdil 
et al. ( 2018 ); 11 B. P. M. Laevens et al. ( 2015a ); 12 S. E. Koposov et al. ( 2011 ); 13 J. D. Simon & M. Geha ( 2007 ); 14 M. G. 
Walker et al. ( 2015a ); 15 J. D. Simon et al. ( 2020 ); 16 M. G. Walker et al. ( 2015b ); 17 M. G. Walker et al. ( 2009a ); 18 J. D. 
Simon et al. ( 2011 ); 19 R. A. Ibata et al. ( 1997 ); 20 N. Longeard et al. ( 2020 ); 21 E. N. Kirby et al. ( 2017 ); 22 M. E. Spencer 
et al. ( 2018 ); and 23 B. Willman et al. ( 2011 ). 

Table A3. Average best-fitting Einasto profile parameters for the sample of 
optimal dSphs. 

Name ρs (107 M kpc−3 ) rs (kpc) α Rtid (kpc) χ2 /nd . o . f. 

CBe 4 . 3 ± 2 . 8 6 . 1+ 4 . 1 
−5 . 7 0 . 60+ 0 . 32 

−0 . 24 6 . 3+ 19 . 0 
−4 . 3 76 . 3 / 52 

Dral 1 . 3+ 1 . 6 
−1 . 0 0 . 91+ 0 . 89 

−0 . 33 0 . 25+ 0 . 23 
−0 . 10 4 . 83+ 1 . 16 

−0 . 83 642 . 9 / 462 

RetII 4 . 2+ 6 . 7 
−3 . 3 0 . 47+ 3 . 26 

−0 . 33 0 . 63+ 0 . 23 
−0 . 31 1 . 7+4 . 5 

−1 . 0 21 . 5 / 11 

Scl 6 . 1+ 3 . 4 
−2 . 6 0 . 31+ 0 . 12 

−0 . 10 0 . 54+ 0 . 30 
−0 . 31 2 . 95+ 0 . 55 

−0 . 30 1501 . 4 / 1113 

SgrII 9 . 4+ 20 . 9 
−9 . 2 0 . 49+ 4 . 80 

−0 . 41 0 . 45+ 0 . 34 
−0 . 25 3 . 7+ 13 . 9 

−2 . 7 27 . 7 / 14 

UMalI 1 . 7+ 13 . 6 
−1 . 4 0 . 96+ 1 . 68 

−0 . 80 0 . 56+ 0 . 35 
−0 . 36 2 . 1+1 . 7 

−1 . 0 30 . 9 / 13 

UMi 0 . 80+ 0 . 92 
−0 . 51 3 . 8+ 3 . 3 

−1 . 5 0 . 53+ 0 . 25 
−0 . 20 14 . 7+ 6 . 6 

−4 . 1 682 . 4 / 460 

Wil1 23+ 82 
−21 0 . 12+ 2 . 25 

−0 . 10 0 . 39+ 0 . 38 
−0 . 20 1 . 20+ 4 . 08 

−0 . 51 52 . 1 / 37 

Conde 2024 ). When integrating all of the subhalo contributions, one 
gets a boost factor B on the astrophysical factor such as: 

J  ( < α) = [ 1 + B( < α)] J ( < α) , (A4) 

where J  is the astrophysical factor integrated over a certain aperture 
angle α, taking into account both the subhalo mass distribution 
and the concentration-to-mass relation. The net signal enhancement 
produced by substructures can thus be factorized with B, as shown 
in equation ( A4 ). 

In the annihilation case, B is relevant for large and massive objects, 
such as galaxy clusters, and less relevant for the dSphs. This is also 
due to the fact that dSphs are affected by tidal stripping on their 
outer rims, which truncates the dSph DM density profile at large radii 
removing in this way a significant amount of substructures that are 
mainly located in these regions (Á. Moliné et al. 2017 ). Depending 
on the dSph, the boost factor can be of the order of at most B ∼ 0 . 3 
(see e.g. fig. 7 of Á. Moliné et al. 2017 ); for this reason, we decide 
to arbitrarily set B = 0 for our discussion. This choice is further 
motivated by the intrinsic uncertainties on Jann (or Jdec) of the main 
halo that dominate over this factor; in addition, since the value of B 

linearly affects our results, it is easily modifiable for future analyses 
with different assumptions on the boost factor. Finally, for the case 

Table A4. Average best-fitting Burkert profile parameters for the sample of 
optimal dSphs. 

Name ρs (107 M kpc−3 ) rs (kpc) Rtid (kpc) χ2 /nd . o .f. 

CBe 57+ 22 
−27 1 . 7+ 3 . 7 

−1 . 6 19+ 55 
−16 76 . 3 / 53 

Dral 38+ 24 
−16 0 . 32+ 0 . 15 

−0 . 10 4 . 30+ 0 . 86 
−0 . 54 643 . 5 / 463 

RetII 38+ 55 
−21 0 . 28+ 5 . 32 

−0 . 22 5 . 8+ 19 . 3 
−5 . 1 21 . 6 / 12 

Scl 40 . 8+ 8 . 4 
−8 . 9 0 . 247+ 0 . 048 

−0 . 026 3 . 71+ 0 . 30 
−0 . 18 1501 . 6 / 1114 

SgrII 260+ 140 
−170 0 . 36+ 2 . 52 

−0 . 31 4 . 2+ 36 . 4 
−2 . 8 27 . 9 / 15 

UMalI 16+ 181 
−13 0 . 43+ 3 . 60 

−0 . 34 2 . 2+ 6 . 5 
−1 . 0 31 . 0 / 14 

UMi 16 . 3+ 2 . 6 
−2 . 1 1 . 62+ 1 . 01 

−0 . 47 15 . 3+ 8 . 6 
−3 . 9 682 . 5 / 461 

Wil1 290+ 440 
−230 0 . 070+ 2 . 770 

−0 . 038 1 . 35+ 26 . 35 
−0 . 48 52 . 5 / 38 

of decaying DM, the boost factor is even more negligible, because 
Jdec integrates the linear DM density (see equation 3 ). 

A2.7 Astrophysical factors 

We finally computed the profiles of Jann( < αint ) and Jdec ( < αint ) as 
functions of the integration angle αint from the dSph centre by running 
the CLUMPY executable over the posterior distributions of the DM 

profile parameters. From such profiles, we extracted the full radial 
dependence of Jann and Jdec , as well as their values at the typical 
reference values of αint = 0 . 1◦ – close to the average CTAO angular 
resolution (see Table 1 ) – and 0 . 5◦. 

A3 Comparison with the results from the literature 

In general, the determination of astrophysical factors for dSph haloes 
is affected by several uncertainties and systematics. If not recognized 
and appropriately removed or mitigated, such spurious contributions 
may significantly alter the analysis of the dSph stellar kinematics, 
leading to a wrong estimate of the DM content. The major sources 
of uncertainties and systematics affecting Jann and Jdec values are: 
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Table A5. Astrophysical factors for DM annihilation and decay of the 14 dSphs remaining after the second selection criterion, integrated up to 0 . 1◦ and 0 . 5◦

for both the Einasto and Burkert DM density profiles (see the text for details), along with the corresponding uncertainties at 68 per cent CL. For profiles yielding 
unconstrained values, ULs are given at a 95 per cent CL. In the table, all the astrophysical factors for DM annihilation ( Jann ) in logarithmic GeV2 cm−5 and all 
those for DM decay ( Jdec ) in logarithmic GeV cm−2 . 

Einasto Burkert 
log Jann log Jann log Jdec log Jdec log Jann log Jann log Jdec log Jdec 

Name ( < 0 . 1◦) ( < 0 . 5◦) ( < 0 . 1◦) ( < 0 . 5◦) ( < 0 . 1◦) ( < 0 . 5◦) ( < 0 . 1◦) ( < 0 . 5◦) 

BoöI 17 . 8+ 0 . 4 
−0 . 3 18 . 5+ 0 . 7 

−0 . 5 17 . 2+ 0 . 4 
−0 . 2 18 . 4+ 0 . 6 

−0 . 4 18 . 0+ 0 . 6 
−0 . 6 19 . 3+ 0 . 7 

−0 . 6 17 . 6+ 0 . 5 
−0 . 4 19 . 0+ 0 . 6 

−0 . 5 

CBe 18 . 7+0.4
−0 . 5 19 . 6+0.8

−0 . 7 17 . 6+0.6
−0 . 3 18 . 9+0.8

−0 . 5 18 . 9+0.8
−0 . 4 20 . 3+0.8

−1 . 1 18 . 2+0.5
−0 . 8 19 . 6+0.5

−1 . 1 

DraI 18 . 3+ 0 . 3 
−0 . 2 18 . 7+ 0 . 1 

−0 . 1 17 . 3+ 0 . 1 
−0 . 1 18 . 3+ 0 . 1 

−0 . 1 18 . 1+ 0 . 2 
−0 . 2 18 . 7+ 0 . 1 

−0 . 1 17 . 3+ 0 . 1 
−0 . 1 18 . 3+ 0 . 1 

−0 . 1 

GruII 14 . 9+ 1 . 0 
−1 . 3 15 . 5+ 1 . 1 

−2 . 0 15 . 5+ 0 . 7 
−1 . 8 16 . 2+ 1 . 2 

−3 . 1 . 15.6 . 18.0 . 16.3 . 18.0 

RetII 18 . 3+ 0 . 3 
−0 . 3 19 . 0+ 0 . 8 

−0 . 5 17 . 3+ 0 . 4 
−0 . 3 18 . 5+ 0 . 6 

−0 . 7 18 . 6+ 0 . 2 
−0 . 7 20 . 1+ 0 . 1 

−1 . 5 18 . 2+ 0 . 1 
−1 . 1 18 . 9+ 0 . 7 

−1 . 2 

Scl 18 . 2+ 0 . 3 
−0 . 2 18 . 4+ 0 . 2 

−0 . 1 17 . 2+ 0 . 1 
−0 . 1 17 . 9+ 0 . 1 

−0 . 1 17 . 9+ 0 . 1 
−0 . 1 18 . 3+ 0 . 1 

−0 . 1 17 . 2+ 0 . 1 
−0 . 1 18 . 0+ 0 . 1 

−0 . 1 

Seg1 16 . 2+ 1 . 7 
−2 . 4 16 . 9+ 1 . 6 

−3 . 4 16 . 2+ 1 . 2 
−1 . 0 17 . 3+ 1 . 5 

−1 . 8 . 18.0 . 21.1 . 17.5 . 21.1 

Sex 17 . 3+ 0 . 6 
−0 . 8 18 . 0+ 0 . 3 

−0 . 3 17 . 1+ 0 . 1 
−0 . 1 18 . 3+ 0 . 1 

−0 . 1 16 . 6+ 0 . 3 
−0 . 1 17 . 9+ 0 . 1 

−0 . 1 17 . 0+ 0 . 1 
−0 . 1 18 . 3+ 0 . 1 

−0 . 1 
‡ SgrI 18 . 2+ 1 . 0 

−2 . 1 18 . 9+ 0 . 7 
−1 . 4 17 . 1+ 0 . 3 

−0 . 7 18 . 3+ 0 . 3 
−0 . 6 . 16.2 . 18.0 . 16.5 . 18.0 

SgrII 18 . 6+ 1 . 0 
−0 . 8 18 . 9+ 1 . 7 

−1 . 0 17 . 4+ 0 . 8 
−0 . 7 18 . 3+ 1 . 1 

−1 . 1 19 . 2+ 0 . 9 
−0 . 6 19 . 6+ 1 . 7 

−1 . 1 17 . 8+ 0 . 8 
−0 . 6 18 . 7+ 1 . 3 

−1 . 1 

TriII 16 . 0+ 2 . 2 
−3 . 7 16 . 6+ 2 . 4 

−4 . 5 16 . 1+ 1 . 3 
−2 . 7 16 . 9+ 1 . 6 

−3 . 9 . 18.6 . 21.6 . 17.8 . 21.6 
† UMaII 18 . 1+ 0 . 7 

−0 . 7 18 . 9+ 0 . 5 
−0 . 4 17 . 3+ 0 . 3 

−0 . 2 18 . 4+ 0 . 3 
−0 . 3 17 . 8+ 1 . 2 

−0 . 8 18 . 9+ 0 . 5 
−0 . 6 17 . 3+ 0 . 2 

−0 . 3 18 . 4+ 0 . 4 
−0 . 4 

UMi 18 . 2+ 0 . 1 
−0 . 1 19 . 3+ 0 . 2 

−0 . 2 17 . 6+ 0 . 1 
−0 . 1 18 . 9+ 0 . 2 

−0 . 1 18 . 2+ 0 . 1 
−0 . 1 19 . 4+ 0 . 2 

−0 . 1 17 . 7+ 0 . 2 
−0 . 1 19 . 0+ 0 . 2 

−0 . 1 
† Wil1 18 . 9+ 0 . 4 

−0 . 4 19 . 2+ 0 . 7 
−0 . 5 17 . 3+ 0 . 4 

−0 . 3 18 . 0+ 1 . 0 
−0 . 5 19 . 0+ 0 . 7 

−0 . 4 19 . 3+ 1 . 5 
−0 . 6 17 . 4+ 1 . 0 

−0 . 3 18 . 1+ 1 . 7 
−0 . 5 

Notes . † Kinematically altered targets. ‡ Kinematically altered targets with non-negligible γ -ray background emission. 

Table A6. Ranking of the optimal dSphs, based on their relative values of 
Jann (Einasto profile) integrated up to the reported angular sizes. The angle 
αtid = arctan ( Rtid / d) corresponds to the projection of the tidal radius Rtid 

(see Table 3 ) at the dSph distance d. Our final ranking is the one reported 
in the 0 . 1◦ column. 

Name 0 . 1◦ 0 . 5◦ 1◦ αtid 

BooI 10th 8th 8th 8th 
CBe 2nd 1st 1st 2nd 
DraI 4th 7th 9th 10th 
RetII 5th 4th 4th 3rd 
Scl 6th 10th 10th 11th 
Sex 11th 11th 11th 9th 
SgrI 9th 9th 7th 7th 
SgrII 3rd 5th 6th 6th 
UMaII 8th 6th 5th 5th 
UMi 7th 2nd 2nd 1st 
Wil1 1st 3rd 3rd 4th 

(i) Difficulty/impossibility to obtain tangential components of the 
member star velocities . The possibility to neglect the rotational 
support in dSph dynamics, quantified by the dispersion of stellar 
proper motions, is key to considering such objects as DM dominated; 
in fact, the presence of a non-negligible stellar-velocity tangential 
component may significantly alter the distribution of measured 
radial velocities, thus artificially increasing an intrinsically low DM 

amount. However, since the typical proper motion of a dSph is 
roughly of 0 . 2 − 0 . 5 mas yr−1 and the inner radial velocity dispersion 
is of the order of 10 km s−1 , the proper-motion dispersion of the 
dSph member stars is of the order of 0.01 mas yr−1 ; for bright stars 
( G < 15), this amount is already at the limit of current and future 
stellar surveys, such as the Gaia second (DR2; Gaia Collaboration 
2018 , 2020a , b ) and early third data release 43 (EDR3). 

43 See https://www.cosmos.esa.int/web/gaia/earlydr3 . 

(ii) Stellar velocity dispersion dominated by tidal forces . Another 
source of alteration of the dSph stellar velocity dispersion comes 
from the risk that the analysed dwarf galaxy does not reside inside a 
gravitationally undisturbed DM minihalo of primordial origin, but is 
rather a remnant of a bigger object that has been tidally disrupted by 
close encounters with the MW. In the first case, the measured radial 
velocity dispersion σr is (J. Binney & S. Tremaine 2008 ): 

σ (DM) 
r =

 

GMDM 

3 Rtid 
, (A5) 

whereas in the second case one gets: 

σ (tid) 
r =

 

2 GMMW 

Rtid 

3 d2 
GC 

. (A6) 

It is therefore clear that, lacking hints of ongoing tidal interaction in 
the target, a large σr can potentially lead to its wrong attribution to 
an extreme DM domination; a clear example is offered by the SgrI 
dSph, which exhibits a rather large – although uncertain – value of 
Jann (but see T. A. A. Venville et al. 2024 ). The current deep stellar 
surveys may help to identify tidally disrupted sources by detecting 
the stellar streams produced by the gravitational encounters of the 
dSph with the MW (e.g. A. Drlica-Wagner et al. 2015b ; B. Mutlu- 
Pakdil et al. 2018 ), thus allowing the re-analysis (or exclusion) of 
targets located within such features; this might likely be the case of 
SgrII, which presumably lies inside the trailing arm of the Sagittarius 
stream (B. P. M. Laevens et al. 2015b ). 

(iii) Contamination of member samples by foreground stars. Since 
the dSphs are often viewed in projection only, with no or very few 

hints about surrounding stellar structures, foreground population of 
stars with age and metallicity that balance the distance difference 
with respect to the dSph cannot be distinguished through photo- 
metric measurements. Therefore, the measurement of spectroscopic 
velocities is crucial in order to fully disentangle the dSph stellar 
population by foreground contamination. The erroneous inclusion 
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Figure A2. Same as in Fig. 6 , but within 0 . 5◦ of integration (see the legend M. Ackermann et al. 2014 ; A. Geringer-Sameth et al. 2015 ; J. D. Simon et al. 2015 , 
2020 ; K. Hayashi et al. 2016; M. Hütten et al. 2016 ; S. Ando et al. 2020 ; A. McDaniel et al. 2024 ). 

of such spurious populations may deeply alter the calculation of 
correct dSph astrophysical factors: this is the case of Seg1, which 
had a Jann & 1019 GeV2 cm−5 (e.g. M. Ackermann et al. 2014 ; A. 
Geringer-Sameth et al. 2015 ) until the discovery by J. D. Simon 
et al. ( 2011 ) of high-velocity foreground stars ( v ∼ 300 km s−1 ) 
superimposed on the dSph structure, which led V. Bonnivard et al. 
( 2015a , 2016b ) to the revision of its DM content ( Jann  1018 GeV2 

cm−5 ). 
(iv) Missing consideration of the dSph triaxiality . Undisturbed 

dSphs are often treated as if they possessed a quasi-spheroidal 
symmetry, which allows the application of the spherical Jeans 
analysis with a negligible approximation on the real dSph geometry. 
However, such an assumption is in contrast with both (i) the 
observed non-spherical distribution of luminous matter in both 
classical and ultrafaint dSphs (M. Irwin & D. Hatzidimitriou 1995 ; 
A. W. McConnachie 2012 ), and (ii) the prediction of non-spherical 
DM haloes in  -CDM models of structure formation (K. Hayashi 
et al. 2016 ). Axisymmetric studies of the mass distribution in dSphs 
actually predict triaxial dark haloes (K. Hayashi & M. Chiba 2012 , 
2015 ); based on this evidence, K. Hayashi et al. ( 2016 ) adopted 
such models to derive the values of Jann and Jdec for dSphs. They 
found that the median values of such quantities computed in this 
way are in general lower than those obtained with the assumption of 
spherical haloes, and with larger error bars; an increase of ∼0.4 dex 
in the uncertainties at 68 per cent probability is also evidenced by 
V. Bonnivard et al. ( 2015b ) when taking into account the DM halo 
triaxiality. 

Considering such potential issues, we check the consistency of 
our set of astrophysical factors for the selected optimal dSphs by 
comparing them to the values available in the literature for both 
αint = 0 . 1◦ and 0 . 5◦. To this aim, we collect all the relevant estimates 
of Jann at such integration angles obtained from the analysis of the 
dSph kinematics (M. Ackermann et al. 2014 ; V. Bonnivard et al. 
2015b , c ; A. Geringer-Sameth et al. 2015 ; J. D. Simon et al. 2015 , 
2020 ; A. Genina & M. Fairbairn 2016 ; K. Hayashi et al. 2016 ; S. 
Ando et al. 2020 ). For sources lacking an estimate of Jann ( < 0 . 1◦) but 
having values of Jann derived at larger integration angles (e.g. 0 . 2◦ or 
0 . 5◦), such as GruII (J. D. Simon et al. 2020 ) and RetII (J. D. Simon 
et al. 2015 ), we extrapolate them to αint = 0 . 1◦ based on such values. 
We show the comparison between our values of Jann ( < 0 . 1◦) and 
those from the literature in Fig. 6 , as well as between our Jann ( < 0 . 5◦) 
estimates and the literature in Fig. A2 . Such plots reveals that, prior 
to the analysis by V. Bonnivard et al. ( 2015c ), the astrophysical factor 
of Seg1 was overestimated by a factor of > 100 due to the inclusion in 
its member sample of the spurious stellar population with  vr  ∼ 300 
km s−1 (see Fig. A1 ). An even more severe overestimation by > 4 
orders of magnitude was made for TriII due to poorly determined 
kinematics of its member stars (E. N. Kirby et al. 2017). The need
for selecting clean kinematic samples in gravitationally undisturbed 
objects to obtain a reliable measurement of the DM amount in a dSph 
halo is again well exemplified by the case of SgrI, which would be 
classified as a DM-dominated source ( Jann & 1018 GeV2 cm−5 ) if the 
gravitational disturbance due to its proximity to the dense Galactic 
bulge were not known. 
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Figure A3. Examples of posterior distributions for the annihilation astrophysical factors of DraI (left panel) and RetII (right panel) using the Einasto DM 

density profile. In both panels, histograms are computed at integration angles of 0 . 1◦ and 0 . 5◦. The optimal lognormal curves are shown superimposed to the 
relative histogram, along with the corresponding standard deviations (see the legend). 

A4 Ranking for source extension 

As a final consistency check on our dSph selection, we report in 
Table A6 , the positional ranking of every source of interest, based 
on their relative Jann within a specified integration angle. As can be 
inferred by this table, once excluding SgrI due to its well-known 
altered dynamical status (see Appendix A3 ), the only target that 
significantly challenges our selection of optimal sources is BooI; such 
an object has in fact a larger Jann with respect to Scl for integration 
angles up to 0 . 5◦, and also with respect to DraI when integrating up 
to 1◦. However, this does not happen at the prioritized integration 
angle of 0 . 1◦, and only affects the bottom of our ranking – with the 
position of the best six sources (CBe, RetII, SgrII, UMaII, UMi, and 
Wil1) not being significantly altered. Since the first ranked objects at 
any integration angle will likely be the only ones observed by CTAO 

during the first part of its scientific operations, we leave unaltered 
our selection of optimal targets presented above. 

A P P E N D I X  B :  S T U D I E S  O N  S O U R C E S  O F  

S Y S T E M AT I C  U N C E RTA I N T I E S  

In this appendix, we evaluate the impact of some analysis choices on 
our results. In detail, in Appendix B3 , we discuss the effect of the 
dSph extension; in Appendix B4 , we compare the results obtained 
with different apertures of the integration region; in Appendix B5 , 
we describe the performance of the ON/OFF method, in comparison 
with the template-background one; in Appendix B6 , we discuss the 
effect of IRF systematics; and finally, in Appendix B7 , we compare 
our results with those obtained with other publicly available tools 
like CTOOLS and SWORDFISH . 

B1 Statistical uncertainties on the astrophysical factor 

Our calculation of the astrophysical factors with the CLUMPY software 
(see Section 2 ) allows us to compute the posterior distributions of the 
values of Jann and Jdec at arbitrary values of the integration angle αint 

(see Appendix A ). However, as shown in Figs 4 and 5 and described 

in Appendix A , such an analysis results in relevant uncertainties 
affecting the values of Jann and Jdec , especially at large integration 
angles. An accurate estimate of such systematics is influenced by 
several factors, mostly related to the quality of the photometric and 
spectroscopic data available for each target, as well as the working 
hypothesis on the DM distribution around the source (anisotropy, 
triaxiality, etc., as discussed in Appendix A ). 

As an example, in Fig. A3 , we report the histograms of such 
posterior distributions for the DraI and RetII DM haloes – modelled 
with the Einasto DM density profile – at two different integration 
angles (0 . 1◦ and 0 . 5◦). We note that the distributions appear log- 
normal, with extended tails towards both small and large values 
of the astrophysical factor. In addition, the general dependence of 
such distributions on the integration angle is opposite for classical 
(with large stellar statistics) and ultrafaint dSphs (with . 50 member 
stars), with the former tending to narrow around a saturation value 
of the astrophysical factor for increasing αint and the latter becoming 
more spread out at large integration angles. Therefore, we conclude 
that there is no unique reference for a statistical distribution of the
uncertainties on the astrophysical factors, making their inclusion in 
equation ( 10 ) non-trivial. 

In this work, in line with what is done in CTAO Consortium 

( 2024a ), we use a lognormal distribution as our benchmark for 
the statistical uncertainties on the astrophysical factors, with a 
width equal to the average of the upper and lower 1 σ uncertainties 
computed at an integration angle of 0 . 5◦ (see Fig. A3 ). We use the 
distributions parametrized in this way for each dSph in equation ( 10 ); 
a full treatment of these uncertainties in a 2D approach could be 
explored in a future publication. 

B2 Effect of tidal stripping on the DM density profile 

We have detailed in Appendix A3 how tidal forces can dominate the 
stellar velocity dispersions in dSphs. Even in case of DM-dominated 
sources as those analysed in this paper, tidal interactions can still 
strip their outer envelope of the more loosely bound DM particles, 
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Figure B1. Impact of the exponential cut-off produced by tidal interactions on the DM density profiles for the representative case of DraI. In both panels, the 
median profiles modified by the functional form presented in equation ( B1 ) (R. Errani & J. F. Navarro 2021 ) are shown superimposed to the clumpy best-fitting 
median profiles along with the corresponding uncertainties at 68 per cent CL. The respective tidal radii are also indicated. 

leading to cut-off DM density profiles with respect to the theoretical 
expectations (E. Hayashi et al. 2004 ; S. Kazantzidis et al. 2004 ; J. 
Pe˜ narrubia et al. 2010 ). We already account for a degree of tidal 
stripping in the dSph haloes by stopping the integration of Jann and 
Jdec at the tidal angle αtid (see Section 2.2 and Appendix A4 ); here, we 
instead evaluate potential biases introduced with this technique with 
respect to a proper modelling of stripped halo profiles. Following R. 
Errani & J. F. Navarro ( 2021 ), we thus multiply the DM density pro- 
files ρEin / Bur ( r) presented in equation ( 6 ) by an exponential cut-off: 

ρDM 

( r) = ρEin / Bur ( r) × e−r/Rtid 

( 1 + rs /Rtid ) 
0 . 3 , (B1) 

with rs and Rtid selected according to the accounted profile. We 
show the impact of such a cut-off on the DM density profiles in 
Fig. B1 for the representative case of DraI. 

We then compare the integrals of Jann truncated to Rtid with no 
exponential cut-off to the values obtained by integrating the entire 
DM density profiles defined in equation ( B1 ): we find that the latter 
are systematically lower than the former by ∼0.2 dex on average 
for the Einasto shape, and by ∼0.1 dex for the Burkert functional 
form. Lower astrophysical factors clearly affect the expected γ -ray 
signal, thus worsening the detection prospects; however, we note that 
a (systematic) . 0.2-dex change in the value of Jann or Jdec produces 
an effect that falls at most within the (statistical) 2 σ uncertainty 
of the limits on the DM parameters presented in Figs 8 –10 . In 
addition, the magnitude of the signal loss becomes significant only 
when integrating up to large angular regions that approach αtid . We 
therefore conclude that the impact of tidally induced cut-offs on 
the Jann and Jdec values may be mitigated by adopting appropriate 
observing strategies – e.g. focusing on the innermost regions of the 
dSph haloes or dividing the FoV into adequately defined RoIs (see 
Section 3.1 ). 

B3 Source extension 

A target is considered extended if its size is larger than the telescope 
angular resolution. This quantity is approximately defined as the 
standard deviation of the telescope PSF, i.e. the distribution of 
photons in the focal plane from a perfectly par-axial beam. The 
PSF is normally modelled as a double Gaussian. 44 If the angular 
distribution of the detected events coincides with the PSF, and thus 
no extension can be determined, the target is considered to be point- 
like; in this condition, the ON/OFF analysis (see Appendix B5 ) is 
the most accurate. Conversely, the template method is better suited 
for an extended source. 

In general, the telescope acceptance changes as a function of the 
source position in the FoV – the farther from the telescope optical 
axis, the worse the acceptance. Therefore, for the analysis of an 
extended source one has to convolve the signal with the correspond- 
ing acceptance, which normally possesses circular symmetry; in this 
way, ‘acceptance’ rings can be defined. In the case of an unknown 
source extension, the search for signals depends on the definition of 
the RoI in the ON/OFF method. The optimal dSphs selected in this 
work are all mildly extended, as shown in Table 4 (see also Figs 4 
and 5 ). Our results indicate that, together with some very compact 
objects like DraI for the DM annihilation scenario and Scl for the DM 

decay one, there are significantly extended targets such as UMi and 
CBe, confirming the advantage of a template background analysis 
for all of the selected sources. 

B4 Impact of the aperture of the acceptance region 

In Appendix B5 , we mentioned the use of a FoV of 2 × 2 deg2 

for the computation of event counts; to evaluate the impact that 
different choices of the FoV extensions have on our results, we 

44 P. Da Vela et al. ( 2018 ) demonstrated that a more accurate modelling of the 
PSF is through a King function, but this is not relevant for the purpose of this 
work. 
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Figure B2. Checks on systematic uncertainties potentially affecting the derivation of particle DM parameters. Top-left panel: comparison of the cross- 
section limits obtained using a template-based method and an ON/OFF analysis. Top-right panel: comparison of the limits for different FoV sizes – 1 × 1 deg2 , 
2 × 2 deg2 , and 5 × 5 deg2 . Bottom-left panel: limits derived taking into account the IRF systematics. Bottom-right panel: comparison of limits computed with 
different codes for Cherenkov γ -ray analysis – GAMMAPY , CTOOLS , and SWORDFISH . In all panels, the ULs are computed assuming 100-h observations of the 
RetII dSph (Einasto astrophysical factor) for DM annihilating in the bb̄ channel. 

produce likewise analyses on sky regions of 1 × 1 and 5 × 5 deg2 , 
respectively. In Fig. B2 (top right), we present the comparison 
between such choices; one can see that different FoV sizes have 
no or negligible effect on the derivation of the DM limits. There- 
fore, we conclude that the choice of a different aperture size 
with respect to our benchmark does not significantly impact our 
results. 

B5 Comparison of ON/OFF and template analysis 

In Section 3, we stated our choice to use the so-called template 
background method for our analysis. Within this framework, the 

background counts are estimated through a model over the entire 
FoV. This model is currently generated through the analysis of MC 

simulations reproducing the expected behaviour of the CTAO arrays, 
and cannot be validated before actual data from the instruments will 
be available. The alternative method for the background estimate is 
the commonly used ON/OFF method, in which background counts 
in an ON region – i.e. the region containing the source emitting 
γ -rays – are computed from a separate (OFF) background control 
region where no signal is expected. Normally, several OFF regions 
are identified in the FoV to increase the precision of the background 
intensity and shape measurements. 

Since the background is measured rather than modelled, this 
technique has the advantage of being more accurate than the template 
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method; however, it starts to be difficult to apply when the source is 
moderately to strongly spatially extended. The dSphs with moderate 
extension are borderline, and thus an ON/OFF analysis is still 
possible for such targets; therefore, we tested the two methods on the 
sample dSph RetII. In Fig. B2 (top left), we compare the template and 
ON/OFF analyses of 100-h observations of a DM Einasto distribution 
in the RetII halo, assuming WIMPs of mDM 

= 2 . 5 TeV annihilating 
into the bb̄ channel. The template analysis is computed over an 
aperture of 2 × 2 deg2 , whereas the ON/OFF analysis is computed 
over 5 background control regions of 0.11◦ each. 

One can see that the two methods agree well between 300 GeV 

and 2 TeV, i.e. in the region with the largest expected instrumental 
sensitivity; the template method is better performing over the 
ON/OFF analysis below 300 GeV and above 2 TeV. Such a behaviour 
is expected, since at low energies, the amount of residual background 
is large and the background classification is more complex –
thus allowing the background model to improve the accuracy and 
precision of the analysis, and ultimately the sensitivity – and at 
high energies, the statistic of events is lower – thus a more precise 
background estimate produces a higher signal-to-noise ratio. The 
actual difference in performance between the two analysis methods 
will be possible to be accurately evaluated only when real CTAO data 
will be collected, but we conclude that the choice of one analysis 
procedure over the other does not greatly impact our main results. 

B6 Systematics on the instrument response functions 

An accurate reconstruction of signal and background counts would 
require the use of IRFs for the specific sky direction and atmospheric 
conditions, that are not available at the moment. For this reason, we 
do not directly include the systematic uncertainties of the IRFs into 
the likelihood formalism (see equation 8 ); instead, we evaluate their 
impact by bracketing IRFs. This approach follows the procedure 
developed by the Fermi -LAT Collaboration (M. Ackermann et al. 
2012 ). We have biased the energy reconstruction by 6 per cent , the 
effective area by 5 per cent , and the background rate by 0.8 per cent , 
corresponding to ±1 σ estimates matching the projected systematic 
uncertainties for CTA. Although potentially inaccurate, such an 
approximation allows us to bracket the maximum systematic un- 
certainties in this pre-operation prediction. We present the results in 
the bottom-left panel of Fig. B2 , evidencing how systematic errors 
from IRFs are well below the Poisson statistic fluctuations. 

In addition, regarding the background counts, we estimate that 
they can be determined with systematics below 1 per cent (CTAO 

Consortium 2021a ), therefore becoming potentially relevant for 
observations longer than 100 h. This term should also be included 
in equation ( 8 ); however, considering that it is subdominant with 
respect to other instrumental systematics uncertainties discussed here 
and the uncertainties on the astrophysical factors, we neglect it for 
the purposes of this work. 

B7 Comparison of results obtained with other codes 

Finally, we compare in Fig. B2 (bottom right), the DM limits obtained 
with GAMMAPY (F. Acero et al. 2024 ), for the template method, with 
those obtained with the independent open-source analysis pipeline 
CTOOLS , based on the well-known Fermi -LAT tools and also valid 
to be used with CTAO data (J. Knödlseder et al. 2016 ). We also 
make predictions of the null hypothesis using the Asimov data set 
generated with the open-source SWORDFISH (T. D. P. Edwards & C. 
Weniger 2018 ; T. D. P. Edwards & C. Weniger 2017 ), used in other 

CTAO projects (CTAO Consortium 2021b ). In the bottom-right panel 
of Fig. B2 , we show how – also taking into account the uncertainty on 
the DM limits produced by the IRF systematics – the results obtained 
with such additional software are in very good agreement with those 
presented in this work. 
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26 Instituto de Fı́sica Teórica UAM/CSIC and Departamento de Fı́sica 
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49 Université Savoie Mont Blanc, CNRS, Laboratoire d’Annecy de Physique 
des Particules – IN2P3, F-74000 Annecy, France 
50 ASI – Space Science Data Center, Via del Politecnico s.n.c., I-00133 Rome, 
Italy 
51 Politecnico di Bari, via Orabona 4, I-70124 Bari, Italy 
52 INFN Sezione di Bari, via Orabona 4, I-70126 Bari, Italy 
53 Institut de Fisica d’Altes Energies (IFAE), The Barcelona Institute of 
Science and Technology, Campus UAB, E-08193 Bellaterra (Barcelona), 
Spain 
54 FZU – Institute of Physics of the Czech Academy of Sciences, Na Slovance 
1999/2, CZ-182 00 Praha 8, Czech Republic 
55 INAF – Osservatorio Astronomico di Brera, Via Brera 28, I-20121 Milano, 
Italy 
56 INFN Sezione di Pisa, Edificio C–Polo Fibonacci, Largo Bruno Pontecorvo 
3, I-56127, Pisa 
57 University School for Advanced Studies IUSS Pavia, Palazzo del Broletto, 
Piazza della Vittoria 15, I-27100 Pavia, Italy 
58 Faculty of Electrical Engineering and Computing, University of Zagreb, 
Unska 3, 10000 Zagreb, Croatia 
59 Department of Physics, University of Oslo, Sem Saelandsvei 24 – PO Box 
1048 Blindern, N-0316 Oslo, Norway 
60 INAF – Osservatorio di Astrofisica e Scienza dello spazio di Bologna, Via 
Piero Gobetti 93/3, I-40129 Bologna, Italy 
61 Dublin City University, Glasnevin, Dublin 9, Ireland 
62 Dublin Institute for Advanced Studies, 31 Fitzwilliam Place, Dublin 2, 
Ireland 
63 Lamarr Institute, TU Dortmund, Joseph-von-Fraunhofer-Str. 25, D-44227 
Dortmund, Germany 

64 Armagh Observatory and Planetarium, College Hill, Armagh BT61 9DB, 
UK
65 School of Physics, University of New South Wales, Sydney NSW 2052, 
Australia 
66 Cherenkov Telescope Array Observatory, Saupfercheckweg 1, D-69117 
Heidelberg, Germany 
67 Unitat de Fı́sica de les Radiacions, Departament de Fı́sica, and CERES- 
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94 Universidad de Alcalá – Space & Astroparticle Group, Facultad de 
Ciencias, Campus Universitario Ctra. Madrid-Barcelona, Km. 33.600, E- 
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Universidad San Pablo-CEU, CEU Universities, Campus Monteprı́ncipe, 
Boadilla del Monte, Madrid E-28668, Spain 
113 INFN Sezione di Roma Tor Vergata, Via della Ricerca Scientifica 1, I-00133 
Rome, Italy 
114 Alikhanyan National Science Laboratory, Yerevan Physics Institute, 2 
Alikhanyan Brothers St., 0036 Yerevan, Armenia 
115 Centro Brasileiro de Pesquisas Fı́sicas, Rua Xavier Sigaud 150, RJ 22290- 
180 Rio de Janeiro, Brazil 
116 INAF – Osservatorio Astronomico di Palermo ‘G.S. Vaiana’, Piazza del 
Parlamento 1, I-90134 Palermo, Italy 
117 Universidad Andrés Bello, Av. Fernández Concha 700, CL-7580012 Las 
Condes, Santiago, Chile 
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774, CL-7760409 ˜ Nu˜ noa, Santiago, Chile 
176 Instituto de Estudios Astrofı́sicos, Facultad de Ingenierı́a y Ciencias, 
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