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Much work has been done to investigate social jetlag, a misalignment between the biological clock and
the social agenda, related to exposition to dirent light inputs, that causes several health issues. To inves-
tigate synchronization and attractors due to a sequence of light inputs, we introduce an extension of a
model, previously used to describe jetlag caused by a single change in the light input. The synchroniza-
tion to the light input is sensitive to the control parameters of the system and to the light input periods.
Depending on the parameter set, the observed synchronization is with one or another successive light
input. Most of the solutions have the period of the light input. However, for some parameters, we also
observe higher period, chaotic solutions, and bistability.

© 2021 Elsevier Ltd. All rights reserved.

1. Introduction

The circadian rhythms are 24-hour cycles produced by internal
processes and entrained by external stimulus. The master clock of
these cycles in mammals is the suprachiasmatic nucleus (SCN). A
pathway from the retina to the suprachiasmatic nucleus (SCN) al-
lows the synchronization of circadian rhythms to the solar days
[1,2].

Disruptions in the circadian rhythms can implicate several
health issues on the short and on the long term. The disruption in
the circadian rhythms which most people know is the jetlag. Jet-
lag occurs when someone travels through time zones, since differ-
ent time zones have different light-dark cycles [3,4]). Jetlag causes
effects like impaired daytime function, general malaise and gas-
trointestinal disruption in the days immediately following travel
[5]. Although these effects are unpleasant and harmful for some
groups, there are also other circadian rhythms disruptions that af-
fect many people generating health issues on the long term. For
instance, shift-workers (e.g. firemen, doctors on night shifts) usu-
ally suffer from disruptions in the circadian rhythms. Empirical
evidences indicate the association between these disruptions and
negative outcomes related to heart health, metabolic and gastroin-
testinal health, mental health, and cancer [6-9]. However, not only
the shift-workers suffer from disruptions in the circadian rhythms.
For example, as Smarr and Schirmer point out in [10], most stu-
dents experience social jetlag correlated to decreased performance.
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Social jetlag is a misalignment between the social dynamic and the
endogenous circadian rhythms of one individual. Several studies
have been made in order to show the relation between social jet-
lag and other disorders. For instance, there are relations between
social jetlag and depression [11]; also, social jetlag is a risk fac-
tor for obesity and related diseases [12]. For these reasons it is
important to study models that consider systematic disruptions in
the circadian rhythms, and researchers are currently doing works
in this area [13]. In this context, in this article we consider that
the circadian rhythms are produced by endogenous oscillators that
synchronize with the light input cycle.

From the dynamical system point of view, it is interesting to
find a simple model that captures the main characteristics of a sys-
tem. For that reason, here we adopt as base the model introduced
in [3], defined by four ODEs and yet able to reproduce the reported
experimental data. In [3] it was experimentally shown that mice
without arginine vasopressins (AVP) receptors, or mice in which
the arginine vasopressins (AVP) was pharmacology blocked, recov-
ered faster from jetlag than regular mice. It is worth mentioning
that the substance Arginine-vasopressin (AVP) is synthesized and
released from nerve terminals in the central nervous system in
the brain. This substance modulates several neuronal functions, for
instance, arginine-vasopressin (AVP) is involved in the control of
stress, cognitive behaviors and circadian rhythms [14].

In reference [3] the authors studied a scenario similar to a jet-
lag, with only one shift in the light input. We, on the other hand,
are interested in systematic shifts, that emulate the artificial light
input of a shift-worker or of a person who suffers from social jet-
lag. Thus, we extend the model used in [3] for mice jetlag to in-
vestigate social jetlag. In fact, similarities between suprachiasmatic
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nucleus (SCN) of mamals have been discussed in the literature
[15]. We are assuming that changes on the artificial light input
represent changes on the routine because nowadays people can
control their artificial light input through electrical light. We are
interested in understanding how the model solutions (attractors)
change when this new type of light input is inserted. We also aim
to understand the effect of the variation of the coupling parameter,
which accordingly to [3] is related to arginine-vasopressin (AVP).

Exploring the model in a large set of parameters and using
techniques that allow us to measure numerically if a time-series is
better synchronized with one stimulus or another, we find differ-
ent scenarios of synchronization depending on the parameter. For
most parameters the solutions are period 1 (considering a Poincaré
section in which we take one value per week). However, for some
parameters, there are solutions of higher periods or chaotic, or
even bistable solutions.

In Section 2 we define the model; in Section 3 we present
the results first treating one specific light input sequence; in
Section 4 we generalize our analyzes, we present the results for
a set of light inputs sequences and a range of the coupling param-
eter; finally in Section 5 we discuss the main results and highlight
our conclusions.

2. Model

To describe the suprachiasmatic nucleus (SCN) behavior, that al-
lows the synchronization of circadian rhythms to the solar days
[1,2], we use a phase oscillator model introduced in [3]. In this
model ¢q is the phase of the oscillator 0, that receives the light
input L(t). The oscillator O represents the neurons in the suprachi-
asmatic nucleus (SCN) receiving directly the light. These neurons
are called retinorecipent cells, and they are located exclusively in
the core of the suprachiasmatic nucleus (SCN). One example of
them are the VIP cells or VIP neurons. ¢ and ¢, are the phases
of oscillators 1 and 2 which do not receive light directly. However,
oscillators 1 and 2 are coupled between themselves and with os-
cillator 0. The oscillators 1 and 2 represent the cells whose cou-
pling between themselves is incresead by the substance arginine-
vasopressin (AVP); due to this reason these cells also are called
AVP cells. However, the arginine-vasopresin is not the only sub-
stance involved in the coupling, there are others such as the sub-
stante GABA. Therefore, we represent the oscillators 1 and 2 cou-
pling by the paramenter Ky, that has one component Kayp, asso-
ciated to argine vasopressin AVP, and other K. associated to other
substances. This model assumes that the output of the suprachi-
asmatic nucleus is the function G(¢, ¢,) that is a composition of
the phases ¢, and ¢,. Finally this total output of the SCN is trans-
mitted to a peripheral oscillator 3, whose phase is named ¢s. The
output of this peripheral oscillator is given by the function g5 (¢3).
We focused our analysis on the oscillator 3 because it is the one
that receives the total output of the suprachiasmatic nucleus (SCN).
For more details of the biological interpretation of the terms see
supplementary material of [3]. The model equations are:

%d)o = wo + KaZ (o, pa)L(t) (1)

%‘Pl = w1 + KZ(¢1, @p)h(po 4 0.05) + KeupieZ (91, 0)h(h2 + ),
(2)

%% = wy + KpyZ(92. @p)h(do + 0.05) + (Keoupte)Z(¢2. ) h (1),
3)

& s = w3 4 KiZ(s. 92)GB1. ). @)
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where,

Z(¢1. @) = —sin[27 (¢ + ¢p)] (5)

h=sin(w¢/0), 0< mod (¢,1) <O; 0 otherwise. (6)

G ) — (2+sin(2n¢1i+sin(2n¢2)> )
g3 = sin(27 ¢3) (8)
@a=0.1,¢,=04,¢;=-008 a=0350=0.1 (9)
Keoupte = Kavp + K¢ (10)
K, =8.0,K,=2.7,K. =0.6,K; =0.5. (11)
Kayp = 0.7 represent regular mice (12)

Kayp = 0 represent modified mice without receptors of AVP
(13)

In [3] the authors showed that this model reproduces pretty well
the experimental data they analyzed. Experimentally, the authors
find out that if there are no receptors of arginine-vasopressin
(AVP), or when this substance is blocked, the mice recover faster
from the jetlag. In the model, the parameter representing this sub-
stance is Kgyp, and the authors verified that if the system is sub-
mitted to a light input shift (travel through timezone), it reaches
the new equilibrium faster when Kyyp (and consequently K, p) is
lower. It is worth remembering that in the model adopted Ko, pe =
Kayp + K. represents the coupling between the neurons, the bound-
aries of the interval in which we vary Kg, e are the extreme cases
studied in [3].

In our work, instead of considering a light input with only one
shift to emulate a jetlag scenario as in the original model, we con-
sider periodic shifts in the light input, to emulate a scenario in
which there is an abrupt change in the light input weekly. The
idea is that this kind of light input is able to represent a sketch
from the artificial light input which a shift-worker is used to, or,
more generally, of a person who suffers from social jetlag is used
to.

We divide the week in two parts: in the first part, the individ-
uals receive the light input A; and in the second part they receive
the light input B. Light inputs A and B are both regular, 12 h of
light followed by 12 h of dark. However B has a delay of 8 h in
relation to A, in other words, B could be associated to a timezone
8 h behind a timezone associated to light input A. The individual
spends | days under light input B; and (7 - I) days under light input
A. We name the light input through all the week light input AB(I).
In Fig. 1 we show a scheme of the light input for the specific case
I=25.

First we apply the model for a specific value of | = 2.5. Next we
consider solutions for [ in the whole interval [0,7] and parameter
Kcoupte In the interval [0.6,1.3].

3. Results for light input with a shift in weekends

In this subsection we analyze the specific case light input
AB(l =2.5). We could also call this a week-weekend light input,
since during the week the light input is equal to light input A and
during the weekend it is equal to light input B.

In Fig. 2 we show the function gs(¢3) for three differ-
ent light inputs (A, B, AB(l =2.5)). This function is defined as
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Fig. 1. (a) Light input A - regular light input, 12 h of light (—12 to 0) followed by
12 h of dark (0 to 12). (b) Light input B 12 h of light (—4 to 8) followed by 12 h
of dark (8 to —4), in other words, light input A with a delay of 8 h (c) Light input
AB(l = 2.5), light input A for 4.5 days followed by light input B for 2.5 days.

g3(¢p3) = sin(2mw¢p3) where ¢3 is the phase of the oscillator 3 of
the model, which represents the peripheral oscillator that receives
the signal of the SCN.

Analyzing Fig. 2 we notice that as K. increases the curve
for AB(I =2.5) gets similar to the curve for light input B; when
Keoupte = 1.3 they almost coincide.

The signal is better synchronized with the light input B (week-
end) than A (week) for Kgo,pe = 1.3. Since the model is highly non-
linear such result can be produced.

Aiming to evaluate numerically how the phase ¢3 changes ac-
cording to different light inputs we introduce the distribution z de-
fined as

2(s. ) = 12T @95)] (14)

Kcouple = 0.80

Chaos, Solitons and Fractals 144 (2021) 110733

Table 1

Numerical comparison of ¢3spi-25) t0 ¢3a

and ¢s35.
R(¢3ABn ¢;/;) 0 (¢3 ’ ¢§ ) ‘Pé Krouple
0.954 -0.642r  ¢3x 1.3
0,998 0.0247 ¢ 1.3
0.925 -0292r  ¢sa 0.6
0.920 03737 ¢ 06

The modulus of the first moment of z(¢s, ¢4) is given by

N
R(ds. 9%) = | 2. (15)
i=1

which can be understood as a measurement of how much the two
phases are synchronized; N is the number of points used to eval-
uate the average. Finally, the mean angle 6 of the first moment
given by

1 N
6 =Arg NE z |,
i=1

and it estimates the mean lag between ¢; and ¢j.

To simplify the notation we call phase ¢3 generated by light
inputs A, B and AB(l) as ¢34, ¢3p and ¢34, respectively.

In the Table 1 we present the values for R and 6 fixing ¢3 as
®3aB(1=2.5). considering ¢} as ¢34 or ¢3p and the extreme values of
Keoupte 0.6 and 1.3.

These results confirm numerically that, when Kegpe =1.3,
©3a(1=2.5) generated by the light input AB(l =2.5) is better syn-
chronized with ¢3p generated by light input B than with ¢34 gen-
erated by light input A. For Ky, = 0.6 the differences are sub-
stantially smaller.

One important question is if the results which we find for
[ =2.5 are an exception or if they are common in the parameter

(16)

Kcouple =0.90

93(¢3)

g3(¢3)

Kcouple =1.30

93(¢3)

e LLA

== LI B

—— L.LAB(I=2.5)

Fig. 2. The dotted cyan line corresponds to the output g3(¢;) for the light input A, the dashed pink line for the light input B and the black continuous line for the light

input AB(l = 2.5). In each panel the value of the coupling parameter K.y is indicated.
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space. In the next subsection we present the results for this ques-
tion using a more general analysis.

4. Generalizing results

In this section, we present a more general analysis exploring
the parameter space. We varied the parameter control K. re-
sponsible for the coupling between oscillators 1 and 2 and the
parameter [ that is the period of the week in which the light in-
put AB(l) coincides with light input B. We first analyze how the
changes on K, and ! affect the synchronization. We also esti-
mate the period of the solutions, considering a Poincaré section on
which we take one value per week. Finally, we make simulations
following the attractors finding bistability for some parameters.

In order to have a more general view of the results, we cal-
culate the modulus R(¢sap(1y. $3a). R(P3ap(1). P38) and the angles
0 (P3ap(1)> P34), 0 (d3ap(r), P3p) Of the first moments from the dis-
tributions z(@3ap(y. $34) and z(Psapqy. P3) for 1 e[0,7] with a
step of 0.0125 day and Ky € [0.6, 1.3] with a step 0.00125. It is
worth remembering here that the light input AB(l) has 7 — [ days
in the light input A and [ days in the light input B, and that there
is a shift of 8 h between A and B. Therefore, we decide to vary I
to verify if the behavior that we find for [ = 2.5 and Kggype = 1.3 is
usual or if it is an exception. We are also interested to observe if
other phenomena could appear in these other sets of parameters.
In Fig. 3 we present the results, in both cases in the axis x we have
the coupling K,,p and in axis y L.

In Fig. 3 we basically see three types of behavior. The most
common is the following: if the time for red light stimulus A is
higher than B during the week, the output signal of the suprachi-
asmatic nucleus (SCN) ¢35 is better synchronized to the output cor-
respondent to light input A than to the output correspondent to
light input B and vice-versa. We can see this behavior comparing
the parameters space on the Fig. 3 on the left (related to light in-
put A) to the parameters spaces on the right (related to light input
B). For | < 3.5, for the most values of Kco,pje, R is red larger on the
left panel (related to light input A) than on the right panel (re-
lated to light input B), and 6 is closer to 0 on the left panel than
on the right panel, the regions where these properties do not oc-
cur will be explained later. Inversely, for [ > 3.5, R is larger on the
right panel (related to light input B) than on the left panel (related
to light input A), and 6 is closer to O on the right panel than on
the left panel. It is important to notice that R could vary between
0 and 1. However, in our system even the cases that are less syn-
chronized are far from being completely unsynchronized nsynchro-
nized state with R = 0. We choose to limit the scale between 0.8
and 1 so the differences between the levels of synchronization can
be visualized.

In a smaller area of the parameter space, the behavior is the op-
posite of the common. In this case we observe the same effect pre-
viously reported for the light input AB(l = 2.5) with K.yp = 1.3.
The regions where this behavior occurs are highlighted by contin-
uous black borderlines.

There are also three areas where neither the common behav-
ior nor its opposite clearly occur. These regions are highlighted in
dashed white borderlines in Fig. 3, which we will call from now on
regions Y. In these areas, the levels of synchronization are lower
in general than in the rest of the parameter space and there is no
much difference between the panels on the right and on the left. In
each region Y the color patterns change abruptly in the colormaps
of the lengths R(¢34p(1), $34) and R(p3ap(y. P3p)- In the colormaps
of the angles 0 (P3apy. $34) and 6 (¢3ap(r). P3g) the variations are
more subtle, even so it is possible to notice that in regions Y the
color changes less regularly than in other regions.

Aiming to better identify what is happening in the regions Y,
we simulate one of the regions Y with more details. In this sim-
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Fig. 3. Parameter spaces related to synchronization between ¢ssp) and ¢3a or
¢3g, which are, respectively, the phases of oscillator 3 when the light input is
AB(l), A, and B. R(¢3a). P3a)[R(d348(). $38)] is a synchronization measurement

between ¢sap) and ¢salPspl. 6 (P3apys P3a) [0 (P3aprys P3p)] is the mean angle be-
tween ¢sapy and @sa@spl. Keoupre is the control parameter, [[7-1] is the number of
days in the week that correspond to light input B[A] in the light input AB(I).

ulation K gpe changes in a step of 0.001 and ! varies in a step of
0.005. We show the results in Fig. 4. We notice that region Y ac-
tually presents an intricate structure, that is similar (not identical)
in both left and right panels for R. The same structure appears for
6, though the sign of the angles are opposite in the panels. While
outside the regions Y the levels of coupling do not change much,
or change smoothly with the changing of the K,pe or I, in the re-
gions Y a slight change of parameter can change considerably the
levels of synchronization. Also only in regions Y we find sets of the
parameter space that assume the lowest values of synchronization
in our scale.

The behavior in regions Y is more complicated, as a typi-
cal example we show the results for | = 2.7750 in Fig. 5. For
questions of space in this figure we shortened R(@sap(), $34) as
R(ABA), R(¢3ap(y- P38) as R(ABB), 01(d3apqy. P3a) as 01(ABA) and
01(P3apay. $3) as 01(ABB). We also show the value that ¢3 as-
sumes on the Poincaré section in which we save values at each
7 days ¢3(7). It is valid to remember here that the total period of
the external forcing of this system is 7, since despite the changes
during the week, at each 7 days the cycles re-initiates. Comparing
¢3(7) to R(ABA), R(ABB), 0;(ABA) and 0;(ABB) we notice that the
abrupt changes of colors are related to bifurcations. Also, we can
see regions with period 2, 4 and chaotic windows, the last ones
being the regions with lowest values of R(ABA) and R(ABB).
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Fig. 4. Zoom of parameter spaces related to synchronization.
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Fig. 5. ¢57y Value which ¢3; assumes on the Poincaré section in which we save
values at each 7 days, abbreviation in figure R(¢s4p(). $34) as R(ABA), R(¢3ap(). P38)
as R(ABB), 61 (¢sapq). $34) as 61(ABA) and 0y (¢sa(). P38) as 61 (ABB).

Observing the value which ¢3 assumes on the Poincaré sec-
tion (which we construct taking one value at each seven days)
in Fig. 5 we already notice that in regions Y there are parame-
ters which correspond to solutions with period 1, with period 2,
while other parameters present much higher periods or even may
be chaotic solutions. In order to analyze the periodicity of the solu-
tions with more detail we present in Fig. 6 the period of the solu-
tions firstly for the whole range on I € [0, 7] and Ky € [0.6,1.3],
secondly for the same range of the Fig. 4 which we see that
presents more intricate behavior. The color scale in the figure in-
dicates the values of the periods, the white regions are the re-
gions where algorithm is not able to find a period (either because
the period is too high, or because the solution is chaotic). In the
majority of the space we find period 1, but in the three regions
that we find more complicated behavior other values of periods
and white regions appear. In the second figure we also notice that
the shape of the colorplot of the periods and of the quantities
R(&348(1), P34), R(P3apa), $3p) have similar shapes, which is rea-
sonable, since when we look at one line in Fig. 5 the bifurcations
and the abrupt changes of colors coincide. Another point to ana-
lyze is if there is bistability. To analyze that we simulate the sys-
tem following the attractor, that is, using the final result of the
simulation of one parameter as initial condition for the simulation
for the next parameter. In these simulations the value of [ is fixed
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Fig. 6. Parameter space of the period. The white regions are the regions that the
algorithm could not find a period, either because it is too high or because the so-
lution is chaotic. The other periods are indicated in the legend next to the panels.
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0501
0.45 4 T T T T T T
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kcaup/s
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Fig. 7. Value that ¢35 assumes on the Poincaré section in which we take values at
each seven days, for [ =2.7 and | = 2.9 following the attractor. In yellow (lighter
gray on the impressed version) simulations with K,p. increasing and in purple
(darker gray on the impressed version) decreasing.

and the value of K g, is changed. We find out that for some val-
ues of [ the attractor is the same when simulation is done with
Keoupte, increasing or decreasing. In Fig. 7 we show two examples:
for [ =2.7 nothing changes, if the simulation is done with Kgg,pe
increasing or decreasing; for [ = 2.9, though, there is a region in
which we see bistability.

As a way to visualize this bistability better, we fixed the pa-
rameters Ky,pe = 1.06, I = 2.9 since from the Fig. 7 we know that
these parameters belong to a region where bistability occurs.

In Fig. 8, we present a 2D slice of the basins of attraction. In
principle, the complete basins of attractions would have dimen-
sion 4. However, in order to show the presence of bistability, a
two dimensional slice of the region near to the fixed points in
the basins of attractions is enough. Several criteria could have been
used to select this slice, in the following we describe ours. First, we
find the fixed points which are sy = [8.66e — 02, 8.73e — 01, 6.79¢ —
01,6.36e — 01] and s; = [8.66e — 02, 2.34e — 01, 7.05e — 01, 6.96e —
01]. The first direction of our slice is m = [mg, my, my, m3] =51 —
Sg, the second direction is n=[0,my, my,0]. The equation of
the plan of this slice is X = m* u + nx*norm = v+ s0 with norm =

V Yio m?

vV Z?:o ",‘2
(u,v) = (1,0), X =51, so both fixed points belong to this slice.

. Notice that when (u,v)=(0,0), X =53, and, when
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—0.4 . : AW N E. . :

0.0 0.2 ;i 0.6 0.8 1.0

Fig. 8. 2D-slice of the basins of attraction for Kegp. =1.06 and [ =2.9 in the re-
gion near to the fixed points sy and s;. The black dots are the fixed points. The
initial conditions in the black(white) region converge for the fixed point in the
black(white) region.

We also analyze the cases for different values of shifts between
light inputs A and B. For lower values of shift we only find the
common behavior, but as the shift increases we find the oppo-
site behavior as well as areas with higher period and chaotic so-
lutions. We present these results in the supplementary material.
From those simulations, we conclude that different behaviors from
the common one occur when the shift between the light inputs A
and B is high enough.

We also simulate the system for Ky, > 1.3 even though these
exceeds the limits used in [3]. More regions with solutions of
higher period and chaos appear. Also we see an increase in the
area of the region in which the opposite behavior of the common
occurs, but the area in which this effect stands out more is visible
in figures presented here. We add the figures for K.y, > 1.3 in
the supplementary material.

5. Conclusions

We emulate the effect of social jetlag in the model introduced
in [3], changing the light input by a light input sequence which
represents a person’s routine who suffers from social jetlag. The
light input that we considered has a 7-days period and it is com-
posed by a succession of two light inputs A and B. Both light inputs
A and B are composed of 12 h of light and 12 h of dark, the only
difference between them being a shift. The shift in the figures pre-
sented here is of 8 h, but we also analyzed other cases that we
show in the supplementary material.

In reference [3], the authors found a simple relation, namely,
the lower the coupling parameter the faster the recovery of the
jetlag (shift in the light input). In our case, every week the system
is subjected to a shift on the light input, so we made simulations
to measure if the system is better synchronized to light input A
(light input before the weekly shift) or to light input B (light input
after the weekly shift). In order to improve our analyses we also
determined the period of the solutions on a Poincaré section that
we took one value per week. There was not a simple analogous
of the result presented in [3]. However, we were able to find that
there are regions in the parameter space where the output of the
system is better synchronized in relation to light input A or B. We
also highlighted the regions of the parameter spaces that differ-
ently from the rest have higher period and even chaotic solutions.

The most common behavior that we found was: if the individ-
ual spends more time under a light stimulus A(B) than B(A) during



EM. Ruziska and LL. Caldas

the week, the output of the system is better synchronized to light
input A(B). However, in a small parameter space area, we also en-
countered the opposite behavior. It occurs due to the high non-
linearity of the model. There is a minimal shift between the light
inputs A and B which is needed for this behavior to appear.

We could not clearly identify either the common behavior or
its opposite in some regions in the parameter space. In these ar-
eas small changes of parameters could lead to large variations on
the levels of synchronizations. In these regions the lowest values of
synchronization level of our simulation were reached. Almost the
whole parameter space had solutions of period 1, the exceptions
were exactly these regions where we saw solutions of higher pe-
riods or even chaotic solutions. Furthermore, for some parameters
there is bistability. Again this type of behavior does not occur if
the shift between the two light inputs is too short.

It would be very informative to find out if individuals under
light inputs with systematic shifts, similar to those considered,
present high period or chaotic output signals. Although it is possi-
ble to collect some data about people who suffer from social jetlag
and analyze it, an experiment using mice would be very interest-
ing, because then one could control the light input with precision
as well as interfere in the coupling of the neurons. Also, it could be
constructive to analyze how other models behave when subjected
to the type of light input that we studied in this work.
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