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Resumo—O presente trabalho tem como objetivo investigar
a convergéncia do método de Newton-Raphson (NR)
utilizado na resolucdo de sistemas ndo lineares gerados
pela aplicagio do método de elementos finitos em
dispositivos eletromagnéticos que possuem caracteristicas
nao lineares. Para acelerar a convergéncia do método de
Newton-Raphson sdo utilizadas modelagens que visam
obter um fator de relaxacdo 6timo. Entende-se como fator
de relaxagdo 6timo o valor para o fator de relaxacéo
minimizar o ndmero de iteragdes necessarias para a
convergéncia do método de Newton-Raphson. Assim, para
a otimizagdo do fator de relaxagdo sdo utilizados os
métodos de busca linear e 0 método das aproximactes
guadréticas sucessivas, também conhecido como método
de Brent.

Palavras chave; Elementos Finitos, Fator de Relaxacao,
Newton-Raphson, Métodos Numéricos.

l. INTRODUGCAO

A resolugdo de sistemas ndo lineares gerados pelo método
dos elementos finitos aplicado a modelagem de dispositivos
constituidos de materiais ferromagnéticos, envolve o método
de Newton-Raphson (NR) ou o método das aproximacdes
sucessivas, sendo o primeiro a melhor alternativa, devido a sua
convergéncia quadratica proxima a solugdo. A demanda
computacional do método é elevada, tendo em vista que a
solucdo de um sistema linear é requerida em cada iteragdo.
Nesse caso, muitas vezes faz-se necessaria a utilizagdo de um
fator de relaxacdo, que ao ser aplicado ao método de NR possui
a propriedade de acelerar a convergéncia do método.

Entretanto, um fator de relaxagdo inapropriado pode tornar
a convergéncia do método de NR mais lenta. Desse modo, este
trabalho apresenta duas técnicas para obtengdo do valor 6timo
para o fator de relaxacdo, de forma a acelerar o processo de
convergéncia.

Os métodos de Brent, ou método das aproximacoes
sucessivas, € 0 método de busca linear (line search) sdo dois
exemplos de técnicas utilizadas para se obter o fator de
relaxacdo que minimizam o residuo gerado pela formulagdo do
método de Newton-Raphson [3][4].
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1. APLICAGAO DO NEWTON-RAPHSON

A aplicagdo do método dos elementos finitos na
Magnetostatica bidimensional com a presenca de materiais
ferromagnéticos conduz a um sistema de equagdes ndo linear a
ser resolvido [1]. A forma fraca da formulacdo de Galerkin em
duas dimensdes para a Magnetostatica é dada a seguir:
[J N (VAR =[fIN, (WAR)AT+ [[ N,JdO° ),
o r fols
sendo A o potencial vetor magnético, Q o dominio
bidimensonal, T" a sua fronteira, J a densidade de corrente
elétrica, v a relutividade magnética do meio e N, fungdes de
forma.

Partindo-se de (1), chega-se ao sistema de equacdes
algébricas dado por (2), como segue:

SA=1 (2).
A formulagdo tradicional do método de Newton-Raphson
baseia-se na obtengdo do residuo R, conforme (3):
R=SA-1I (3).
Expandindo-se (3) em série de Taylor e truncando-se 0s
termos de ordem superior a dois, tem-se:

R
R(A)=R(A)+ Ay @
em que
R S Ov oB?
i :a_Aj_Sij"'kZ:l:Sik oB? oA, A (5),

Em (5), P(A)) representa a matriz jacobiana do sistema, que
¢ funcdo de AvidB? e do potencial vetor magnético.

O residuo R é calculado de acordo com (6):

Ry =2 vSy A1, (6),

sendo que:

A=A+ AA (7).
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Dessa forma, o método iterativo de Newton-Raphson
consiste na determinagdo do k+1-ésimo elemento do vetor
potencial magnético A.

O fato de relaxacdo consiste em um coeficiente o a ser
inserido em (7), de forma a melhorar a convergéncia do
método, conforme (8).

A1 = Ac TaAA (8)

Com esse fator, espera-se que o método possa convergir

mais rapidamente, reduzindo-se assim o custo computacional.

Serdo apresentadas a seguir duas técnicas para a determinacéo
desse fator: Métodos da busca linear e de Brent.

O objetivo é obter o fator de relaxacdo o que seja o 6timo a
cada iteracdo do método de Newton-Raphson.

METODO DA BUSCA LINEAR

Verifica-se que existe uma relacdo entre o € a norma do
residuo R ao quadrado, dado por (3), de forma que o melhor
valor de o seria aquele que minimizaria a norma do residuo [3].
Para tanto, faz-se necessario entéo ajustar uma funcgéo objetivo,
W, a essa relacdo e determinar o seu minimo.

A busca linear (line search) consiste em se ajustar uma reta
a derivada da funcdo objetivo, W. Dessa forma, em casos em
que a relagdo entre norma do residuo e fator de relaxagdo é
quadrética, a obtencdo do minimo torna-se exata, e nos casos
em que essa relacdo ndo é exatamente quadratica, este ajuste
ainda assim obtém uma boa precisdo [3]. Entdo, dada a
aproximacao:

aW (k+1)
W ),
oa

sendo a o coeficiente angular e b o coeficiente linear da reta
f(e), 0 minimo da fungdo f(o) é dado por:

b

a

O célculo da norma do residuo em funcéo de o, cuja forma
geral é dada por (2), se escreve para cada iteragdo como:

IRllgesny” = (- exlISAUI)

= f(a)=aa+b

a (10).

min

(12).

A Figura 1 a seguir ilustra 0 Método de Busca Linear para a
otimizacdo do fator de relaxacdo. Nela verifica-se também a
aproximagcao linear para a derivada da funcédo objetivo, W, em
que ocapmxk ¢ a aproximacdo obtida para 0 minimo de W e ocoptk é
o0 valor étimo para 0 minimo.

Outra vantagem associada a aproximacdo linear se deve ao
fato de, para se obter a reta referente a derivada de W, sdo
necessarios apenas dois pontos, o0 que torna o método eficiente
do ponto de vista de tempo de processamento.

Na Figura 1 pode-se também visualizar a obtencdo da
derivada da funcdo objetivo W, objeto da minimizagao.
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Figura 1. llustragdo do método de aproximacéo linear para uma fungéo
objetivo W.

IV. METODO DE BRENT

O Método de AproximagOes Quadraticas Sucessivas, ou
Método de Brent, tem a mesma premissa do Método da Busca
Linear, porém proporciona melhores resultados quando a
dependéncia o x ||R?|| ndo é quadrética [4]. Este método utiliza
o algoritmo de Brent de forma a se obter o minimo da funcéo o
x ||RY|. Dessa forma, evita-se o célculo de derivadas, o que
diminui o tempo de processamento.

O principio do método consiste em se calcular trés pontos
da curva T, tal que I' = o x ||R¥|. Tem-se assim um conjunto
{@ulIR¥ls), (a2/IR%l2). (asllR¥ls)} e ajusta-se um  polindmio
quadrético do tipo f(a) = aa’+ bo. + ¢ a estes pontos, sendo a,
b e ¢ constantes reais de ajuste do polindnimo f(«). Determina-
se entdo o minimo dessa parabola (a4,||R?|4)}. O passo seguinte
consiste em comparar, dentre 0s quatro conjuntos de pontos
obtidos, 0 maior residuo e descarta-lo. Tem-se novamente um
conjunto de trés pontos e em seguida € ajustada uma nova
pardbola. Esse processo iterativo se estende até se obter a
norma do residuo ao quadrado igual a zero ou menor do que
uma tolerancia previamente estipulada.

A Figura 2 mostra o processo de aproximagdes por
parabolas até o minimo da fungéo I" ser obtido.

HRHE (011,00,03)

(01,012,04)

Figura 2. Processo de minimizagao por ajustes de fungdes quadraticas

sucessivas.
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Vv APLICACAO

O dispositivo utilizado como caso teste para aplicagdo dos
métodos apresentados consiste em um motor de relutancia
chaveado [5]. Foi realizada uma simulagdo magnetostatica do
mesmo, com intuito de se analisar o desempenho numérico das
técnicas apresentadas.

Os parametros geométricos e dimensionais do motor, bem
como 0 modelo geométrico para simulagdo sdo mostrados na
Figura 3. Os valores dos respectivos parametros sao dados na
Tabela 1.

A malha de elementos finitos gerada pode ser visualizada
na Figura 4.

Figura 3. Parametros geométricos do motor de relutancia chaveado.

Figura 4. Malha de elementos finitos do problema (9920 elementos
triangulares de primeira ordem e 5001 nés).

TABELA| - DADOS DIMENSIONAIS DO MOTOR DE RELUTANCIA CHAVEADO

R1 =5mm Br=360

R2 =25mm Bs=320

R3 =25,25mm Espiras = 150

R4 =50mm Entreferro = 0,25mm

R5 =58mm Comprimento do pacote = 50mm
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Foi imposta condicdo de contorno de Dirichlet (A = 0), no
perimetro externo do estator (Rs) e uma densidade de corrente
de 6,0 A.e/mm2 foi imposta a bobina. O rotor e 0 estator sdo
constituidos de ago S45C [3].

VI  RESULTADOS

Para a resolucdo do sistema linear de equagdes utilizou-se o
ICCG (Incomplete Cholesky Conjugated Gradient) sendo o
critério de parada dado por ||AA?||/||AZ|<107®.

Para 0 método de Newton-Raphson a convergéncia é
considerada alcancada quando a condicdo |[AA?|/||A%|<10°® for
satisfeita.

Assim, para cada técnica utilizada de forma a obter-se o
fator de relaxagdo obteve-se valores distintos no ndmero de
iteracdo para o método de NR.

A Tabela Il a seguir apresenta os resultados dos
desempenhos do Método de N-R em cada um dos métodos de
busca apresentados.

TABELA Il - COMPARAGAO ENTRE OS DESEMPENHOS DOS METODOS DE
BRENT, BUSCA LINEAR E SEM RELAXAGAO

Método de Namero Tempo de
Relaxagéo de iteragdes processamento
6]
Nenhum 143 793
Busca 48 359
Linear
Brent 62 431

Pela Tabela Il observa-se a vantagem de se adotar algum
método de relaxacdo, notando que o custo computacional dos
mesmos para as minimizagdes é desprezivel face ao ganho que
proporcionam.

Assim como a diferengca entre 0o nimero de iteragBes
necessarias para o critério de convergéncia ser alcancado, o
valor obtido pelo fator de relaxagdo para os métodos de busca
linear e método de Brent sdo distintos.

Os valores obtidos para o fator de relaxacdo para cada

iteracgdo do método de Newton-Raphson podem ser
visualizados na Fig. 5.
6
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Figura 5. Valor do fator de relaxagdo em cada um dos métodos de relaxacao.
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Nota-se na Fig. 5 que, tanto no método de Brent como no
da Busca Linear, o valor de a sofre uma grande oscilagdo nas
iteracdes iniciais, devido aos altos valores de A, obtidos com o
método de Newton-Raphson.

A Fig. 6 apresenta a evolucdo do método de Newton-
Raphson em sua variante tradicional e utilizando os métodos de
otimizacdo do fator de relaxagdo.

NR
—'— = NRLineSearch
— NRBrentMethod

[IDAZ|/]|AA]

Numero de iteragcdes

Figura 6. Valor Evolugdo das iteragdes do método de Newton-Raphson e suas
variantes em funcéo da convergéncia.

Tendo em vista que os métodos utilizados para a obtencéo
do fator de relaxacdo se baseiam na minizacdo de [|R¥| em
funcdo de o, a Fig. 7 apresenta a relagdo entre ||R?| e o para a
iteracdo nimero 17 do método de NR, utilizando-se busca
linear.
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Figura 7. Relagéo entre o fator de relaxacdo e ||R?|| para a iteragdo 17 do
método de NR utilizando busca linear.

As linhas de campo obtidas para o motor de relutancia
chaveado simulado em regime magnetostatico podem ser
visualizadas na Fig. 8.
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Figura .8 Relacéo entre o fator de relaxacéo e ||R?|| para a iteragdo 17 do
método de NR utilizando busca linear.

VIl CONCLUSAO

De forma a se obter a otimizacdo do fator de relaxacdo para
o método de Newton-Raphson, visando a acelaragdo do
método, ou seja, atingir o critério de parada em um menor
numero de iteragdes e menor tempo, foram apresentadas duas
técnicas: o Método de Brent, ou de aproximagdes quadraticas
sucessivas, e 0 Método da Busca Linear. Ambos os métodos
tém como base a relagdo entre o fator de relaxacdo e a norma
quadrética do residuo R do método de NR.

Verificou-se que com a utilizagdo de um desses métodos o
nimero de iteragbes do método de NR reduz-se
significativamente, sobretudo no caso do Método da Busca
Linear. Ainda que esses métodos impliquem um custo relativo
ao processo de minimizacdo do residuo a cada iteracdo, os
ganhos totais em tempo de processamento devido a reducdo
dréstica no nimero de iteragdes compensam aquele custo
adicional.
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