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O AVANCO TECNOLOGICO NO
PENSAMENTO OCIDENTAL

A nocao de liberdade em The Age of
Surveillance Capitalism

Caique Sanches Bodine,
Leticia M. Albuguerque Stefanini’

Resenha de The Age of Surveillance Capitalism, de Shoshana Zuboff
(Nova York, Profile Books, 2019, 705 paginas).

Em seu livro The Age of Surveillance Capitalism, Shoshana
Zuboff (2019) busca analisar como o modelo econémico
chamado por ela de “capitalismo de vigilancia” se estruturou
rumo ao século XXI. Tendo como um dos pontos de partida a
fundacdo da Apple e, principalmente, a da Google, o livro
demonstra de que modo as estruturas que sustentam esse

modelo foram gradualmente se enraizando na vida das pessoas,
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tomando conta dos aparatos juridicos, econdmicos e psicolégicos

da sociedade.

Nesse sentido, inicialmente a autora traz uma perspectiva
analitico-historica do contexto global — com foco nos Estados
Unidos — no periodo de surgimento do “capitalismo de
vigilancia”. Com isso, o texto demonstra as principais diferencas
entre o atual processo de mudanga em comparacdo com as
alteracoes ocorridas nas historicamente chamadas “revolucdes
industriais”, destacando o papel que o neoliberalismo teve nesse
processo. Um ponto que estd no cerne de todas essas
transformacgoes, de acordo com a autora, é a chamada extracgdo
do excesso comportamental, na qual toda informacao produzida
pelos usuarios da rede poderia ser usada ndo apenas para o
incremento dos servicos oferecidos pela empresa, mas também

permitindo a previsdo e manipulacdo de acdes e pensamentos.

A partir disso, a autora desenvolve sua critica analisando
os diversos setores da vida cotidiana ja envolvidos nessa
plataforma e os niveis que ainda podem atingir, baseando-se no
que se encontra em desenvolvimento nas empresas que lideram
esse processo e o direcionamento por tras de seus avancos. Para
isso, ela convida o leitor a refletir, no ambito da tecnologia, trés
questionamentos essenciais sobre a sustentacdo do modelo de
produgio do capitalismo de vigilancia: (i) Quem sabe? (ii) Quem
decide? (iii) Quem decide quem decide?

A impossibilidade de responder a essas perguntas a cada
capitulo ilustra os problemas trazidos por essa nova revolugio e

aponta para os riscos que a falta de transparéncia pode ocasionar

sobre uma tecnologia inserida tanto na vida publica quanto
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privada. Os usuarios dos servigos ofertados, os quais ignoram os
reais limites e objetivos das plataformas que utilizam, se inserem
em um processo altamente invasivo sem nenhum tipo de
protecdo, tanto por nao perceberem a necessidade de uma,
quanto pela falta de regulamentacao legal que os assegurem por
se tratar de um campo ainda nebuloso, resultando em contratos
cada vez mais abusivos em que os proprios desenvolvedores

guiam seus limites legais.

A autora apresenta, entdo, uma nova forma de controle
social que surge a partir da transformacdo de informacoes
pessoais em dados e sua utilizacdo na manipulacdo de usuarios,
seja para comércio, como ela argumenta ser o maior objetivo, ou
até politicamente, como visto nos escandalos da eleicdo norte-
americana de 2016." De acordo com seu estudo, isso pode ser o
principal fendmeno que caracterizaria o século XXI, assim como
foi o Totalitarismo no XX, e por isso nenhum nome ja existente
o contempla em sua devida forma, criando uma adaptacgio e
recorte artificiais. Por conta disso, a autora decide nomear o

processo, chamando-o de instrumentalismo.

Os problemas abordados por Zuboff, apesar de serem
compreendidos como dilemas contemporaneos, poder ser
entendidos, de modo mais amplo, como resultado de um
processo de construcgao historica do pensamento das sociedades
ocidentais contemporineas e da propria autora (Adorno e
Horkheimer 2006, Candido 2000, Packer 2019). No fundo, algo

'Em 2018, o jornal Intercept expds o vazamento de dados do Facebook para a empresa
Cambridge Analytica em prol da campanha presidencial de Donald Trump (The
Intercept 2018).



intrinseco no trabalho da autora — e que, apesar disso, s6
aparece mais claramente no final de seu texto — é que o
capitalismo de vigilancia é um fendmeno resultante, direta ou
indiretamente, do processo de racionalizacdo do pensamento
ocidental que gerou as bases do capitalismo que conhecemos
hoje (Trubek 2007, Weber 2004).

E possivel afirmar que a chave do pensamento de Zuboff —
e o que torna seu trabalho inovador e pioneiro — esta em quais
agentes sua analise deveria levar em conta. O pensamento de
racionalizacdo da sociedade ocidental como, por exemplo, é
desenvolvido por Weber (2004), da um papel central a figura do
Estado para o desenvolvimento do capitalismo. Essa otica de
analise “estadocéntrica” tornou-se tio presente na cultura do
pensamento ocidental que boa parte das obras, tanto literarias
quanto académicas,” acabam direcionado, intencionalmente ou
nao, ao Estado como grande agente de mudanca da sociedade e
do capitalismo, sendo entdo a provavel fonte que poderia

ameacar a “liberdade” dos individuos (Clastres 2003).

Entretanto, restringir essa visdo apenas a racionalizacio
que ocorre no Estado ndo permite que se compreenda o processo
de transformacdo do capitalismo informacional para o
capitalismo de vigilancia. Diferente dos temores retratado por
George Orwell (2004), em 1984, no qual um grande Estado
autoritario infiltrar-se-ia completamente nas vidas privadas dos

individuos, o processo de expansdo das redes sociais e a

* Pode-se notar que esse pensamento esta presente, por exemplo, desde Orwell (2004),
em 1984, Huxley (2017), em Admiravel mundo novo e até Foucault (1999), em Vigiar e
punir e Fukuyama (1992), em O fim da histéria.
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consequente perda da privacidade foi muito maior, gradual e
muito menos aparente que pela figura de um Estado (Packer
2019). O processo de expansdo da vigilincia tornou-se tao
gradativo e lucrativo ao ponto de atualmente parte dos
individuos do mundo possuem seus dados presentes em redes
sociais da Google e do Facebook. Porém, diferente da imagem do
Grande Irmao (Orwell 2004), que usa abertamente da violéncia
para atingir seus fins, as redes sociais sao sutis e naturalizadas,
ao passo que boa parte da sociedade sequer percebe quio
infiltrada a captura de dados esta nos dispositivos moveis. Por
fim, nota-se que a dominagao nao é feita através do jugo pelo
emprego da violéncia fisica “legitima” (Weber 2004), mas sim
pela dominacgdo epistemologica do pensamento com base nas

manipulagdes dos algoritmos.

Focar-se apenas na analise pela otica estatal fez com que o
capitalismo pudesse avancar por outros meios menos
disciplinados e mais escondidos dos olhos da lei e da sociedade,
como mostra a autora ao observar as relacdes entre o onze de
setembro e o modo pelo qual o governo estadunidense lidou com
a protecdo de dados nas ainda nascentes midias digitais. Esse
avanco, contudo, hoje impacta seriamente no cotidiano da
sociedade, pois quebra o consenso sobre valores e costumes ja
estabelecidos e pode abalar as bases de sustentacdo das

democracias modernas.

De toda forma, pode-se considerar que esse ponto é chave
para compreender o argumento do texto. A autora demonstra
que a criacdo dos andncios nos moldes baseados em algoritmos

de inteligéncia artificial possuiam uma finalidade utilitarista de,



nao s6 diminuir a assimetria de informacdo dos anunciantes,
mas também de otimizar ao maximo possivel o mercado de
anuncios online.> A racionalizacido liberal do mercado e da
sociedade, como vista nos AdSenses, ndo estara restrita apenas a
economia e ao Estado, mas empurrara qualquer nova forma de
ordem social para dentro dessa logica (Giddens et al 2018, Zuboff
2019: 667-742). Com isso, ocorre uma inversdo da logica
consagrada pelos autores, literarios e académicos, dos séculos
passados: nao é o Estado que, sendo dominado por grupos de
interesse especifico, ira crescer e se tornar autoritario,
extinguindo assim as liberdades individuais, mas sim novos
grupos que por si s6 criardo estruturas paralelas aos Estados,
transnacionais e regidas por outra logica. Hoje em dia essas
estruturas tornam-se tdo poderosas que ameacam a propria
existéncia do Estado democratico de direito nos moldes que
conhecemos nas sociedades ocidentais (Chesney e Citron 2019,
Helbing et al 2019, Manheim e Kaplan 2019).

Além disso, é importante ressaltar que, como uma
escritora estadunidense formada em universidades tradicionais
do pais, Zuboff acaba carregando consigo alguns preceitos
classicos ocidentais que se materializam na propria tematica do
livro. Nesse sentido, a nocao e limites de livre arbitrio e, no
sentido mais amplo, de liberdade, é cerne de todo estudo
proposto pelo texto. Afinal, estaria a inteligéncia artificial e as

gigantes da tecnologia, usando algoritmos para manipular seus

*“The idea of being able to deliver a particular message to a particular person at just
the moment when it might have a high probability of actually influencing his or her
behavior was, and had always been, the holy grail of advertising” (Zuboff 2019: 1441).

6



usuarios, tirando a liberdade e o livre arbitrio dos individuos?
Com isso, 0 questionamento da autora, apesar de usar uma otica
de analise diferente da ja consagrada, conforme mostrado acima,

reitera perguntas antigas.

Na academia, Fukuyama (1992), inspirando-se em Hegel,
baseia seu estudo na ideia de que todo ser humano busca o
reconhecimento e que, direta ou indiretamente, a liberdade,
assegurada pela democracia liberal, seria o inico caminho desse
reconhecimento pleno. Na literatura, Burgess (2015), em Laranja
mecanica, traz uma reflexdo para os leitores de até que ponto
poder-se-ia retirar a liberdade do individuo, mesmo que essa
liberdade o permita agir contra a lei, a ordem, a moralidade e a
vida alheia. Assim, pode-se depreender que Zuboff, mostrando o
avanco da manipulagio dos algoritmos e a possibilidade de perda
de uma autonomia de pensamento, traz questionamentos antigos
da humanidade, desta vez materializados pelo desmonte das
liberdades simbolicas consagradas por parte das gigantes

empresas de big data.

Uma ideia central na argumentacao do livro é que parte do
atrativo da inteligéncia artificial é a sua capacidade de
personalizacdo. A utilizacdo de dados permite que ela conheca os
gostos de seu usuario e entenda suas preferéncias podendo fazer
previsdes cada vez mais acertadas. Mas a protagonista da
questdo identitaria é sem davida a midia social. A midia social
funciona com a criagdo de perfis e identidades para que se possa
relacionar dentro delas, ou mais importante, ser visto (Recuero
2008), e essa exposicdo voluntaria e necessidade de se definir

dentro de um padréo e grupo se tornam grandes aliadas para que



se tracem personalidades, ou mesmo desenhem padrdes dentro
daquele universo que sejam capazes de moldar, de forma sutil, os
seus usuarios. Todas essas formas de manipulacdo sio
legitimadas por contratos abusivos em formas de termos de uso.
Zuboff aponta para a coleta e utilizacio de dados como “terra
sem lei”, em que ainda ndo existe um sistema regulatorio, mas,
pelo contrario, é a mobilizagdo e manipulacdo do sistema ja
existente que permite com que essas empresas sejam capazes de
se isentar de qualquer responsabilidade e obrigacdo legal com o
usuario (Cinnamon 2017). A juncéo de todos esses elementos é o
que configura o que a autora nomeia de Instrumentalismo do
Poder.

De modo geral, Zuboff aponta para uma nova forma de
controle, mas diferente das utopias e distopias do mundo
literario supracitadas. O Estado nao é o ator central dessa vez, e
sim as grandes empresas privadas e polos tecnologicos. Mas em
sua argumentacdo, ao centrar nesses atores, ela parece quase se
esquecer do setor governamental em suas previsdes. Nao é
considerado o papel de politicas ou ideologias do governo em
mandato, ou formas de cooperacdo que ndo sejam a manipulagio
para fins eleitorais ou ditaduras. Encontramos a relacdo
sociedade-tecnologia e como elas se alimentam mutuamente,
mas o papel das instituicdes é quase completamente ignorado,
numa relacdo unilateral, como se o controle dessas empresas

sobre elas ja fosse algo estabelecido (Cinnamon 2017).
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