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Toda civilizagao, coletividade ou sociedade surge a partir do compartilhamento de
necessidades, bens e valores comuns. A sobrevivéncia e a prosperidade de uma sociedade
dependem de algum tipo de mediagao das diferencas e da regulacdo do comportamento de
seus integrantes. A mediacao das diferencas e a regulacio da conduta de individuos partem
de pressupostos. A ética refere-se ao comportamento de individuos na tomada de decistes
e na sua responsabilizacdo por elas, frente aos valores compartilhados pela sociedade em
que vivem.

A partir do momento em que os sistemas de inteligéncia artificial (IA) passam a fazer parte
da sociedade, interagindo com humanos e mimetizando seus comportamentos, tomando
decisdes com certo grau de autonomia e eventualmente colocando pessoas ou sociedades
em risco, problemas de natureza ética naturalmente emergem. Nesse contexto, tem havido
uma preocupacao crescente com as implicagOes éticas dos atuais sistemas inteligentes, e a
sociedade académica de IA tem se movimentado para alertar e promover mudancas para
minimiza-los (“Al and Ethics”, 2023; Coeckelbergh, 2020).

24.1 Etica em IA

Atualmente (2023), a principal tecnologia de IA para dotar seus programas com inteligéncia
caracteriza-se por fornecer, a algoritmos criados para aprender, grandes quantidades de
dados sobre aquilo que deve ser aprendido, ou seja, sobre um conceito ou uma tarefa.
E, conforme ja discutido no Capitulo 14, se esses dados nao forem coletados de maneira
criteriosa, podem conter vieses que acabam por provocar comportamentos indesejaveis,
incorretos ou injustos. A injustica desses sistemas de IA ocorre muitas vezes por terem sido
treinados com dados desbalanceados e sem curadoria, ou por terem aprendido correlagoes
entre os dados que ou sao irrelevantes para o conceito que se quer ensinar, ou que carregam
algum viés indesejado.

Um exemplo concreto de vieses algoritmicos é relatado no documentério “Coded Bias’
(Kantayya, 2020). A cientista da computa¢io Joy Buolamwini, uma mulher negra, durante
a sua pesquisa sobre softwares de visao computacional no MIT (Massachusetts Institute
of Technology), ndo conseguia ter seu rosto reconhecido pelo software no qual estava
trabalhando. Somente apds colocar uma méscara facial branca que o sistema reconheceu
a mascara como sendo um rosto. As pesquisadoras Joy Buolamwini e Timnit Gebru
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constataram que 79,6% dos dados de treinamento desse software eram compostos por
pessoas de pele clara (Buolamwini; Gebru, 2018).

Esse fato evidencia o problema estrutural que permeia a criagdo de ferramentas de IA,
tendo em vista a pouca ou nenhuma reflexdo por parte de empresas e de pessoas que
desenvolvem essas solucdes sobre os impactos sociais que essas ferramentas podem causar,
além de pouco envolvimento da sociedade no desenvolvimento dessas soluges tecnologicas
(Hora, 2021). O’Neil (2021) relata varios outros exemplos de consequéncias negativas de se
utilizar algoritmos de aprendizado de méquina (AM) em tomada de decisoes.

Casos de discriminagao de raga sao frequentes. A ferramenta Google Fotos foi acusada de
rotular a imagem de um casal negro como “gorilas”, e a do Flickr rotulou fotos de pessoas
negras como “macaco” (Cruz, 2021). A pesquisa de Buolamwini; Gebru (2018) também
revelou vieses de raca e de género em servicos de IA de empresas como Microsoft, IBM e
Amazon. O Twitter, em 2020, foi denunciado por priorizar rostos de pessoas brancas na
exibi¢do de imagens publicadas pelos usuérios (INFOBASE, 2021).

A TA também ja foi acusada de impulsionar o 6dio as minorias e influenciar os resultados
de eleigoes (Cavaliere; Romeo, 2022), explorar fraquezas psicolégicas e orientar decises
(Sartori; Theodorou, 2022), causando problemas como a intensa polarizagio social e ameagas
aos principios democraticos e aos direitos humanos (Artificial intelligence and human rights.,
2021; Empoli, 2019).

Outra caracteristica importante desses algoritmos que aprendem (ao menos na
abordagem mais utilizada no ano de 2023, que sao as redes neurais artificiais) é que aquilo
que aprendem ndo tem sido recuperavel de uma forma que seja compreensivel para as
pessoas/pesquisadores, ou seja, é impossivel recuperar exatamente qual conhecimento foi
apreendido pela maquina. Aferimos seu conhecimento apenas pelo seu comportamento
numa determinada tarefa. Nesse sentido, dizemos que sdo obscuros, verdadeiras
caixas-pretas, ou seja, ndo explicdveis. Essa caracteristica indesejavel deriva da tecnologia
chamada Deep Learning (Goodfellow; Bengio; Courville, 2016), que nada mais é do que um
modelo especial de redes neurais conhecidas hd décadas. Performam bem, é verdade, mas
nao conseguimos entender como o fazem. Desse modo, a impossibilidade de se justificar,
aliada a presenca cada vez mais sentida desses sistemas no nosso cotidiano, tem gerado um
sentimento de inseguranca e desconfianga.

O ChatGPT, da OpenAl (OpenAl, 2022), de enorme repercussdao no final de 2022,
rapidamente teve sua reputacao abalada devido & incapacidade de referenciar com exatidao
a fonte de suas respostas (até porque, como foi mencionado anteriormente, é extremamente
complicado recuperar com precisao o conhecimento apreendido pelo modelo a partir dos
dados de treinamento (Heikkild, 2021)). Consequentemente, torna-se desafiador determinar
a fonte exata das respostas geradas, uma vez que o modelo atua essencialmente como um
gerador de palavras provaveis com base em uma entrada inicial. Para algumas situacoes,
em que essas respostas determinariam decisdes ou teriam consequéncias importantes, a
falta de confianca no sistema certamente gerou inseguranca e afastou alguns usudrios. Para
saber mais sobre a tecnologia do ChatGPT, sugerimos a leitura de Capitulo 20.

A TA remete a problemas éticos na medida em que se constréi artefatos (sistemas, robos)
que interagem com humanos (de forma direta ou indireta, visivel ou ubiqua). Com isso,
a IA projeta a possibilidade de uma sociedade mista e comum, de pessoas e maquinas
eventualmente autonomas e imprevisiveis interagindo, convivendo e compartilhando os
mesmos ambientes. Considerando que sistemas inteligentes tendem a ultrapassar barreiras
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fisicas, sociais, temporais e culturais (tendo em vista que sdo usados em varios lugares do
mundo), devemos nos lembrar que as pessoas que desenvolvem tais sistemas sempre estarao
inseridas num contexto cultural e moral especificos, o que pode entrar em conflito com o
desenvolvimento ético desses sistemas de TA.

A fim de evitar problemas dessa natureza, em uma sociedade cada vez mais interativa com
maquinas de [A, é fundamental investigar maneiras de construir esses artefatos de maneira
responsavel (Russel, 2019). Caso contrério, essas novas tecnologias continuarao a perpetuar
pontos de vista hegemodnicos, reforcando e codificando preconceitos e vieses humanos que
ainda lutamos para combater (Bender et al., 2021). Nina da Hora, cientista da computagao
brasileira e pesquisadora na area de Pensamento Computacional, ressalta que, muitas vezes,
a busca global pela ética em TA, por ser baseada na tentativa de manter as tecnologias que
estdo causando problemas, ndao aprofunda o entendimento e a investigagao dos problemas
enfrentados pelas pessoas afetadas por essas tecnologias. Segundo a pesquisadora, é
necessario ir além dos aspectos técnicos ao buscar um desenvolvimento ético de sistemas de
IA, e investigar também o impacto dessas novas tecnologias na vida das pessoas envolvidas
(Hora, 2022).

Existem diversas recomendagoes e tentativas de regulagdo dos sistemas de TA ao redor
do mundo, sendo a da Unido Europeia uma das pioneiras nesta normatiza¢ao (Commission,
2021). No Brasil, encontra-se em tramitagao na Camara dos Deputados, desde setembro
de 2021, o projeto de Lei 21/20, que estabelece fundamentos, principios e diretrizes para o
desenvolvimento e a aplicacdo da IA no pais, propondo o Marco Legal do Desenvolvimento
e Uso da IA'. Além disso, até o momento existem pelo menos 36 documentos com principios
destinados a fornecer orienta¢des normativas em relacao aos sistemas baseados em IA em
varios paises, nos quais destacam-se os principios promovidos pela OCDE (Organizagao
para a Cooperagao e Desenvolvimento Econdmico) para classificagao e avaliagao de sistemas
de TA, que fomenta a universalizacio de critérios para politicas de IA (OECD, 2022). Vale
ainda destacar o documento da UNESCO, aprovado em novembro de 2021, reconhecendo
os impactos positivos e negativos da A nas sociedades e recomendando que os Estados-
membros tomem providéncia quanto a violagao de direitos (UNESCO, 2022). O objetivo é
sempre recomendar principios para que os sistemas de TA sejam confiaveis, desenvolvidos e
utilizados para o bem da humanidade e do planeta e para preservar os valores por meio
da protecado, promocao e respeito aos direitos humanos fundamentais, a liberdade e a
igualdade.

A utilizacao de sistemas de IA pode afetar negativamente varios direitos fundamentais -
estabelecidos pela Declaracdo Universal dos Direitos Humanos, adotada e proclamada pela
Assembleia Geral das Nagoes Unidas (UNICEF, 1948) ou por instrumentos particulares
de cada pais, como a Constituicdo Brasileira ou a Carta dos Direitos Fundamentais
da Unido Europeia. Os direitos fundamentais sao inerentes a todos os seres humanos,
independentemente da sua raga, sexo, nacionalidade, etnia, idioma, religiao ou qualquer
outra condi¢do. Os direitos humanos incluem o direito a vida e a liberdade, liberdade de
opinido e expressao, o direito ao trabalho e a educacao, entre outros.

Entre os principios mais comuns que norteiam as regulacoes e as recomendacées para
o desenvolvimento e o uso da IA ética e confidvel estdao a (1) justica, diversidade e néo
discriminagao, (2) transparéncia e explicabilidade, (3) robustez técnica e seguranca, (4)

thttps://www.camara.leg.br /propostas-legislativas/2236340
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privacidade e protecio de dados, (5) responsabilidade e prestacio de contas?.

1. Os principios da justica, diversidade e ndo discriminagao estdo intimamente ligados
a promocao da justica social e a salvaguardar a equidade e a ndo discriminagao
de qualquer tipo (género, raca, cor, nacionalidade, religiao, lingua, idade, opinido
politica etc.), em conformidade com o direito internacional. O objetivo é garantir a
distribuicao igual e justa de beneficios e custos e garantir que individuos e grupos
estejam livres de preconceitos, injusticas, discriminacao e estigmatizacido. Ainda,
minimizar e evitar reforcar ou perpetuar resultados discriminatérios ou tendenciosos
(enviesados), ao longo do ciclo de vida dos sistemas de TA (Smith; Rustagi, 2020).
Se preconceitos e injusticas ndo puderem ser evitados, os sistemas de TA podem
aumentar a desigualdade social. Além disso, o uso de sistemas de IA nunca deve
induzir as pessoas a serem enganadas ou prejudicar sua liberdade de escolha.

Dependendo da forma como é criada e utilizada, a IA tem potencial para criar
e/ou reforcar vieses humanos. O viés pode entrar no desenvolvimento e uso de um
sistema de TA, especialmente por meio do uso dos algoritmos de aprendizado de
maquina durante a geragdo, a coleta, a rotulagem e o gerenciamento dos dados com
0s quais o algoritmo aprende; mas também pode ser introduzido durante o design e
a avaliacao dos algoritmos (Smith; Rustagi, 2020). J4 existem muitos exemplos do
uso de sistemas que utilizam AM, os quais, com base nos dados que recebem, tém
apresentado resultados tendenciosos, imprecisos e injustos, os quais [representam
riscos imensos para individuos e empresas.

Sao diversas as situagoes de discriminacdo de raga e de vieses e discriminagao
aos grupos minoritarios ou culturas, principalmente com o uso de algoritmos de
reconhecimento facial ou manipulagdo de imagens. Por exemplo, a dificuldade em
reconhecer rostos de pessoas negras, como os exemplos mencionados no inicio deste
capitulo, com a classificacdo automatica de fotos de pessoas negras como “gorilas”;
aplicativo que “desnudava” mulheres mostrando como as deepfakes prejudicam os
mais vulnerdveis (REVIEW, 2022); aplicativos que transformam fotos em caricaturas
onde os avatares das mulheres, especialmente orientais, sdo “pornificadas”, enquanto
o dos homens sdo astronautas, exploradores e inventores (Heikkild, 2022). Além dos
casos das midias sociais, o Brasil vem sofrendo uma profusdo de dentncias com o
uso de sistemas de reconhecimento facial que levaram a abordagens policiais e até
prisdes. A Rede de Observatorios da Seguranga monitorou, entre marco e outubro
de 2019, os casos de prisdes e abordagens com o uso de reconhecimento facial em
cinco estados brasileiros e revelou que 90,5% dos presos por monitoramento facial no
Brasil sao negros (Nunes, 2019).

H& duas formas para minimizar esses vieses: fazer com que os dados de treinamento
reflitam fielmente o universo de situagoes a que o sistema final sera exposto, e detectar,
ainda em periodo de testes, os desvios provaveis e eliminé-los antes de colocar o
sistema em uso. Considerando a natureza da tecnologia mais comum hoje em IA —
o treinamento de redes neurais — as duas formas sao de dificil execugdo. Quer seja
porque nem sempre todos os dados sdo acessiveis, quer seja porque os testes sdo

2Baseando-se em pontos comuns encontrados nos documentos supracitados da OCDE , UNESCO e
regulamentacao da UE.
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incapazes de prever todas as possibilidades, dada a complexidade da tarefa a ser
realizada pelo sistema.

Os principios da transparéncia e explicabilidade sdo fundamentais para desenvolver e
manter a confianca dos usuérios nos sistemas de TA. Isso significa que os processos
precisam ser transparentes, ou seja, o objetivo dos sistemas de IA deve ser comunicado
abertamente e o usuario deve saber que estd em contato com um produto ou
servico fornecido diretamente ou com o auxilio de sistemas de TA. Além disso,
as decisbes tomadas pelo sistema — na medida do possivel — devem ser explicdveis aos
afetados direta ou indiretamente. Nem sempre é possivel explicar por que um modelo
gerou uma determinada saida ou decisao (e qual combinagao de fatores de entrada
contribuiu para isso). Esses casos sdo chamados de algoritmos de “caixa-preta” como
0s ja mencionados algoritmos de redes neurais e suas redes neurais profundas. A
comunidade de IA ja se mobiliza em direcdo a tornar seus sistemas mais compreensiveis
para seus usudrios. A IA explicdvel (Ezplainable AI, XAI) é uma recente area
de pesquisa que tem como objetivo propor processos e métodos para tornar os
recentes sistemas de aprendizado de mAquina mais compreensiveis e confidveis.
Nao é tarefa facil, mas, juntamente com esforcos para combinar aprendizado de
maquina com métodos simbdlicos de representacdo de conhecimento, é esperado que
testemunharemos avancos nessa area.

Um componente crucial para alcancar uma IA confidvel é a robustez técnica, que
estd intimamente ligada ao principio da prevencao de danos. A robustez exige que os
sistemas de IA se comportem conforme o planejado, sejam desenvolvidos com uma
abordagem preventiva aos riscos, minimizando danos nao intencionais e inesperados
e evitando danos inaceitaveis. Além disso, vulnerabilidades a ataques (riscos de
seguranga) devem ser evitadas e eliminadas durante o ciclo de vida dos sistemas de
IA para garantir protecdo e seguranca humana e ambiental.

. A privacidade e a protegao de dados devem ser respeitadas, protegidas e promovidas
ao longo do ciclo de vida dos sistemas de TA. E importante que os dados destinados
aos sistemas de A sejam coletados, utilizados, compartilhados, arquivados e apagados
de modo compativel com os marcos juridicos nacionais, regionais e internacionais
relevantes. Por exemplo, na legislagdo brasileira, a LGPD (Lei Geral de Protegao
aos Dados) estabelece diretrizes para o uso dos dados pessoais (LGPD, 2018). A lei
similar europeia, GDPR, vai além e trata também do direito de que dados pessoais
sejam apagados das bases de dados a qualquer momento, tratado como o direito ao
esquecimento pelos modelos de TA.

O uso de dados pessoais ocorre em diferentes contextos. Exemplos incluem o uso
de dados para a identificagdo de supostas emocdes para analise do comportamento
do usuario. No caso de um cliente, por exemplo, para criar publicidade direcionada
durante as compras com foco nos produtos ou em sua disposicdo na loja virtual,
sem a transparéncia desejada. A ViaQuatro, empresa que tem a concessdo da linha
4-amarela do metré de Sao Paulo, foi processada pelo Instituto Brasileiro de Defesa
do Consumidor por usar cdmeras que coletavam dados referentes as “emocoes” dos

passageiros, e que seriam usados pela companhia, sem o consentimento dos passageiros.

“Q sistema inteligente conseguiria identificar se o passageiro estd feliz, insatisfeito,
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surpreso e neutro. Além disso, detectaria o género e a faixa etdria das pessoas. Os
dados capturados seriam usados para a empresa fazer a gestdo de seu conteiddo
institucional e até de anincios publicitarios” (Cruz, 2018). Mais um exemplo de uso
sem transparéncia e desrespeito a privacidade e a protecao dos dados pessoais.

5. A responsabilizacdo e a prestagdo de contas complementam os principios acima e
estdo intimamente ligadas ao principio da justica ao tentar garantir mecanismos
que determinem as responsabilidades éticas e juridicas pelas decisoes e acbes de
alguma forma baseadas em um sistema de IA e seus resultados, antes e depois do seu
desenvolvimento, implantacao e uso.

Apesar de ainda nao haver uma regulamentacéo direcionada aos sistemas de IA no
Brasil, no exemplo supracitado com a ViaQuatro, a responsabilizacdo veio por meio
da legislacdo vigente no Brasil. A captagao de dados sensiveis, como biométricos,
precisa de consentimento do usuario, de acordo com a LGPD e a finalidade da coleta
também deve ter propdsitos legitimos e comunicados aos titulares dos dados. Além
disso, o direito a informacao dos consumidores esta consagrado como um principio
fundamental ao abrigo da lei do consumidor.

Porém, em casos ndo cobertos por outras leis, a responsabilizacdo por danos causados
por sistemas de IA ainda carece de lei propria. O problema é que o avango tecnoldgico
ocorre num ritmo muito mais rapido do que aquele da politica e da justica. Enquanto
se discutem as leis para regular esta IA de hoje, ela continua avancando modificando
nossa forma de interagir com ela e por meio dela, e antes que seja regulamentada por
leis, ela j& serd outra.

A grande questao é se, um dia, um sistema de inteligéncia artificial estarda programado
para avaliar adequadamente as informagoes recebidas e as possiveis consequéncias que suas
agoes sao capazes de causar ao ambiente e aos seres a sua volta. Serd possivel programa-lo
para embasar suas decisoes a luz de valores humanos a fim de exibir um comportamento
ético?

Essa possibilidade esbarra em varias dificuldades, como a definicio dos valores
responsdveis por um comportamento ético, sua representagao (seja de forma explicita ou
por meio de exemplos), seu processamento por um algoritmo e sua incorporagdo por um
sistema de inteligéncia artificial.

24.2 Etica em PLN

O PLN assume um papel importante no d&mbito das questoes éticas relacionadas aos
sistemas de IA, sobretudo quando almejamos uma construcio responsavel, porque ¢ ele
que permite a interagdo entre humanos e maquinas de forma natural. Consequentemente,
conhecimentos linguisticos também sdo relevantes para o desenvolvimento de sistemas
inteligentes. Compreender a linguagem, suas variacOes, suas mudangas, seu papel na
comunicacdo humana e na sociedade pode nos auxiliar na construcdo de tecnologias
melhores e mais inclusivas (Bender, 2020).

Muitas linguas até entao desfavorecidas de recursos tecnoldgicos, como o portugués, e
também linguas minoritarias tém se beneficiado com sua inser¢do no mundo digital. No
entanto, ainda temos um longo caminho a percorrer. Segundo Emily Bender, 90% das
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linguas do mundo e suas variedades usadas por mais de um bilhdo de pessoas tém pouco
ou nenhum suporte em termos de tecnologia linguistica, reforcando a ideia de que essas
novas tecnologias apresentam um potencial excludente (Bender, 2020).

Nesse sentido, ter em mente que vivemos em um mundo diverso linguisticamente é
importante, principalmente para atuais e futuras pessoas desenvolvedoras e pesquisadoras
em PLN. Néo é razoavel aceitar o inglés, idioma dos dados de treinamento da maioria dos

modelos de lingua, como representativo de toda variedade linguistica e cultural existente.

Ao trabalharmos com PLN, ndo podemos esquecer como linguagem e poder estao atrelados,
que a linguagem cria o nosso mundo e molda nossa realidade (HALLIDAY; MATTHIESSEN,
1999). Portanto, o desafio de romper com esse monopélio linguistico e desenvolver modelos
a partir de dados coletados de forma responsavel, validados, balanceados e com menos
vieses em outras linguas, precisa ser aceito por mais pessoas, a fim de nos aproximarmos
do ideal ético de construcio dessas ferramentas.

E fato que o PLN tem se beneficiado muito com o uso de aprendizado de méquina.

Muitas barreiras foram transpostas ao representar alguns fenémenos linguisticos por meio
de exemplos. Para as tarefas classicas de PLN — taggers, parsers, reconhecedores de
entidades nomeadas, entre outras — os sistemas construidos por AM parecem cada vez
melhores a luz de avaliagbes padronizadas. O problema que se coloca é o uso futuro desses
sistemas, suas combinagoes e suas aplicagdes fora de qualquer controle (Chandran, 2023).

Quando presente em sistemas inteligentes, a lingua tem papel fundamental. Muitos
sistemas de TA sao treinados com dados linguisticos (texto ou fala). Em sistemas de
conversagao, como os chatbots, a lingua é fundamental. Nos sistemas de A mais recentes,
a competéncia linguistica é adquirida por meio de treinamento com corpora muito grandes,
gerando um modelo de lingua, ou seja, um sistema capaz de prever qual(is) palavra(s)
deve(m) seguir a tltima palavra vista. Sdo os chamados LLM (Large Language Models),

apresentados em Capitulo 15. O ChatGPT é um exemplo muito conhecido dessa tecnologia.

Se considerarmos que os corpora de treinamento de grandes modelos de lingua tendem a
ser compostos por uma quantidade massiva de dados linguisticos coletados na internet, e que
0 acesso a internet é desigual, os dados de treinamento tém grandes chances de ndo serem
representativos e nao levarem em conta a diversidade cultural e linguistica existentes. Como
discutido no Capitulo 23, manifestacoes carregadas de ofensas, preconceitos, discriminagao,
posturas antiéticas em geral sdo eventualmente reproduzidas nos textos gerados por esses
modelos, manifestando um comportamento antitético do sistema (Perrigo, 2023).

Além disso, a popularizagdo de modelos de lingua, como o ChatGPT, tem suscitado
questoes importantes no Ambito da ética em PLN, especialmente no que diz respeito a
propriedade intelectual e aos direitos autorais. Embora esses dados estejam disponiveis
publicamente, uma preocupacio fundamental estd relacionada a forma como os dados sdo
coletados para o treinamento desses modelos, considerando se as pessoas que produziram
esses dados tinham ciéncia de que suas postagens textuais poderiam ser utilizadas como
insumos para modelos de linguagem (Alisson, 2023). A pergunta que fica é: como podemos
garantir que principios éticos de transparéncia, protecao de dados e consentimento serao
respeitados nesse processo de coleta?
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Capitulo 24 Questoes éticas em IA e PLN

24.3 Modelos de lingua como fonte de conhecimento?

Modelos de lingua nos surpreendem ao gerarem textos coerentes, muitas vezes,
indistinguiveis de textos produzidos por seres humanos. No entanto, esses textos nao
passam de sequéncias de palavras, de frases provaveis estatisticamente em um dado idioma
que foram “cuspidas” pelo modelo a partir de alguma entrada textual. Os modelos em
si ndo entendem os textos gerados. Os modelos apenas apreendem, a partir do corpus
de treinamento, os padrdes (combinagoes frequentes) linguisticos derivados dos dados, e
reproduzem, como bons papagaios estocasticos, esses padroes em novas saidas (Bender,
2023).

Nesse sentido, se a lingua é apreendida a partir de um corpus, nos modelos de linguas,
as caracteristicas desse corpus sdo determinantes para a qualidade linguistica do que sera
gerado pelo sistema (Capitulo 14). Isso soa 6bvio, mas, em se tratando de lingua, hd uma
outra consequéncia. Em sistemas conversacionais, como os chatbots, a linguagem produzida
por um sistema tem um efeito: ela estara atendendo a alguma expectativa do usuério, que
pediu uma informacao, ou uma sugestao, ou se queixou de algo, ou quer simplesmente
dialogar. Nao basta, portanto, que a expressao linguistica cumpra todos os requisitos
de ortografia, gramatica, coesdo e coeréncia. E preciso atender a outros critérios. Nao
é rara a geracdo de uma expressao linguistica correta e elegante, com um contetido ou
uma informacdo incorreta ou enviesada pelos dados. Detectar essa imprecisdo, no entanto,
pode nao ser tao facil. Um interlocutor do chat, impressionado pela boa forma do texto,
pode aceitar como verdade, sem questionar, o contetido expresso por ela. Acontece que
um modelo de lingua ndo é capaz de preencher os requisitos relativos a autenticidade e
veracidade das expressoes que gera. E o tipico exemplo de uma ferramenta incrivel de
geracao de lingua sendo usada para um fim para o qual ndo foi projetada. Como sido
capazes de gerar uma infinidade de expressoes linguisticas, tem-se a impressdo de que, de
fato, tém dominio em varias areas de conhecimento e tarefas. A consequéncia é que suas
“alucinacbes” podem ser confundidas com novas “verdades”, oferecendo um risco enorme
a sociedade, na medida em que a crenca nessas verdades pode levar a comportamentos
imprevisiveis.

Tao logo foi disponibilizado o ChatGPT, em 2022, as consequéncias desse cenario tém

sido discutidas por varios setores das sociedades em todo o mundo, incluindo o Brasil.

Ja se prevé mudancas no trabalho em toda sorte de setores que usam informacoes para

tomada de decisdo, bem como aqueles que tém a redacao de textos como atividade relevante.

Incluem-se, portanto, o jornalismo, a educagao formal, a pesquisa, o direito, apenas para
citar alguns. Percebe-se ai o perigo de se utilizar um sistema improéprio como se fosse um
“gerador de conhecimento”.

Temos testemunhado que sociedades cada vez mais tecnolégicas suscitam muitas questoes
de natureza ética. A velocidade com que os sistemas computacionais — em especial, os
ditos inteligentes — evoluem tem nos mostrado que precisamos nos antecipar, de alguma
forma, aos riscos que eles podem representar. Para alcangarmos um desenvolvimento e uma
utilizacio ética e responsavel de sistemas de IA, precisamos contar com esforgos coletivos
e transdisciplinares, além de um didlogo constante entre governo, empresas, especialistas
e sociedade em geral. Nesse sentido, é fundamental promover debates mais amplos e
plurais sobre os impactos dessas novas tecnologias, a fim de pensarmos de forma conjunta
aplicacOes positivas dessas ferramentas em nossa sociedade.
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