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Resumo

Neste trabalho é realizada uma investigação da aplicação de estruturas
de redes neurais artificiais à solução de problemas inversos em
eletromagnetismo.

A rede multicamadas com treinamento pelo algoritmo de
“backpropagation“ é utilizada como ferramenta, formando uma metodologia
para aplicação.

Pretende-se investigar a simulação, por cargas pontuais, de um
determinado condutor que gera superfícies equipotenciais em um semi-plano.
Para isto, foi desenvolvido um procedimento iterativo que utiliza redes neurais
artificiais multicamadas com várias entradas e uma saída.

O estudo realizado trata de geometrias simples, visando verificar apenas
a viabilidade da aplicação do método. Para aplicação em casos mais gerais é
possível uma automatização do processo. Dessa maneira, várias extensões do
procedimento podem ser criadas e aplicadas, por exemplo, à análise de falhas
em materiais, em testes não destrutivos.

Abstract

In this work it is proposed an investigation about the application of
artificial neural network structures to the solution of inverse problems in
electromagnetics.

A multilayer network with back propagation training algorithm is uttlized
as a tool in an applicative methodology.

This work aims to investigate the simulation by point charges of an
electrical conductor which generates equipotential surfaces in a half plane. For
this it was developed an iterative procedure that uses multilayer neural
networks with many inputs and one output.

The study deals with simple geometries, in order to check the validity of
the methodology. For more general practical situations an automatic procedure
can be developed. In such a way, several extended procedures can be applied
for detection of defects in materiaIs in non destrutive testing.
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1. Introdução

Neste trabalho é investigada a aplicação de redes neurais artificiais à
solução de problemas inversos em eletromagnetismo. Isto significa determinar
estruturas de fontes através de medidas de campos eletromagnéticos por elas
produzidos.

As redes neurais apresentam muitos fatores favoráveis de aplicação:
depois de treinadas fornecem soluções muito rápidas para o problema
enfocado, sendo de grande importância em operações que exigem respostas
imediatas; têm a capacidade de generalização (criam suas próprias regras, de
acordo com o conhecimento adquirido no treinamento), gerando respostas
razoáveis para situações em que haja informações incompletas e que
apresentem ruído; apresentam tolerância a erros (resistentes ao não
funcionamento de algumas partes da rede); oferecem uma previsão do erro a
ser esperado, através de testes realizados após a fase de treinamento; etc.
Alguns fatores desfavoráveis podem ser caracterizados, tais como: a solução
depende da precisão e do número de elementos utilizados para o treinamento
da rede; a topologia e alguns parâmetros da rede são determinados
aleatoriamente a priori; implementações são realizadas em computadores
convencionais, aumentando muito o tempo de treinamento da rede.

Existe uma grande quantidade de arquiteturas estudadas e
suficientemente caracterizadas que permitem o seu uso na solução de
problemas específicos. Cada uma dessas arquiteturas apresenta uma variação
de capacidades e características, domínio de aplicações, técnicas de uso,
regime de treinamento, etc. As capacidades oferecidas hoje, por essas
arquiteturas, são ainda limitadas e apenas certos problemas em certas áreas
podem ser convenientemente resolvidos.

A investigação da aplicação das redes neurais artificiais a problemas
práticos é, portanto, importante, pois permitirá avaliar seu desempenho como
ferramenta na solução de problemas complexos [1, 2, 3, 4, 5, 6].

O presente trabalho considera a regra de treinamento supervisionado
pelo algoritmo de "backpropagation", que utiliza a regra delta generalizada, em
redes neurais artificiais multicamadas, sem realimentação. A rede utilizada é
resultado de uma análise prévia, considerando a inf]uência de vários
parâmetros sobre seu desempenho. É também proposto um processo iterativo
que, associado às redes neurais artificiais, permitirá a solução de problemas de
interesse

2. Redes neurais

O modelo de um neurônio artificial (figura 1), apresenta um conjunto de n
entradas x, , em que / indica o índice do elemento de entrada na rede [7, 8, 9],
Cada entrada x, é multiplicada pelo peso de conexão w1 antes de atingir a
parte principal do elemento de processamento. São, também, adotados: um
valor de deslocamento (polarização) w,; um valor de limiar O que deve ser
atingido pelo neurônio para produzir um sinal de ativação R; uma função f que
atua nessa ativação, resultando uma saída O que pode ser entrada para outros
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neurônios de uma rede. Na figura 1 está, também, representado o supervisor
que caracteriza o treinamento supervisionado, utilizado no trabalho.

Quando um neurônio faz parte de uma rede, ele é chamado de nó. Para
distinguí-lo de outros nós de uma rede com m nós, um índice i se faz
necessário e a notação para os componentes acima citados será modificada
para

Figura 4 - Modelo de um neurônio artificial com o supervisor destacado
pelo retângulo tracejado.

A função f , é aplicada a 4 gerando a saída Oi :

.;=/FÉ„,.*,*„,.l=/G,)
J-=1

E„, . \

e a condição de ativação do neurônio é dada por:

+w, 20,

em que o índice i representa o neurônio em questão e / representa entradas
provenientes de outros neurônios.

A função f = é não linear e limitada, sendo a saída do neurônio
condicionada ao resultado do grande ou pequeno estímulo de ativação. Dentre
as possíveis escolhas, as funções mais utilizadas são do tipo sigmoidal por
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serem contínuas, limitadas e de simples diferenciação. Podem ser citadas
ainda a rampa com saturação, a função sinal, a tangente hiperbólica, etc.

Os Perceptrons multicamadas aqui utilizados constituem uma classe de
redes neurais que superou a limitação das redes de uma única camada sendo
capazes de representar relações não lineares entre a entrada e a saída [10].

O algoritmo de “backpropagation“ (retropropagação) ou regra delta
generalizada é o método de treinamento supervisionado empregado em tal
modelo. Um sinal de erro calculado é realimentado modificando os parâmetros
da rede, através da rede neural. Ocorre a alteração dos pesos conforme os
dados do conjunto de treinamento são apresentados à rede neural, fazendo,
assim, com que o erro vá sendo reduzido. A rede neural aprende (alterando os
pesos e limiares), através da propagação para trás de sinais de erro calculados
na saída durante a fase de treinamento.

Assim, considerando a figura 1 ,

T, é o padrão desejado de saída,
E, = Z – O,. é o erro de saída
e 15w, é a variação dos pesos no passo

aprendizagem.
A regra de aprendizagem pode ser expressa como:

do processo iterativo de

wo. (# + 1) = wg (#)+ Awü.

em que k indica o passo do processo.

A correção nos pesos das conexões é proporcional ao gradiente do erro,
segundo um fator de proporcionalidade (taxa de aprendizagem) e é realizado
da camada de saída para a camada de entrada. O processo é repetido até que
a convergência conduza a um valor satisfatório.

A regra delta generalizada tem como objetivo reduzir o erro médio
quadrátim da rede e a partir disso, determinar os pesos e limiares da rede.

O processo de propagação do erro de uma camada para a precedente é
sucessivamente repetido até que seja calculado para todos os neurônios da
rede. O próximo passo é usar esses valores para obter os gradientes
correspondentes. A adaptação dos pesos, feita pelo método numérico do passo
em sentido oposto ao do gradiente é iterativa e adapta os pesos de acordo com
a expressão para a camada c:

AwS') (X) = 2//(1 – 77). ô}')(#). x}')(#)+77Aw}') (À – 1),

onde 4') = 4') ./’(4“)), com /’(4')) representando a derivada da função f 1

e

wF)(#+ 1) = wS') (#)+ AwS')(#)
em que o $ 77 $1 é o momento e o escalar P é a taxa de aprendizagem da
rede, que controla o grau segundo o qual o gradiente afeta os pesos.

O valor da taxa de aprendizagem influencia a velocidade de
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convergência do processo, assim como a sua estabilidade. Se for relativamente
grande, tende a acelerar o processo de convergência, pois força a passos
maiores a cada iteração, mas por outro lado, pode produzir oscilações em torno
do ponto de ótimo, não permitindo a convergência. Em alguns casos,
estabelece-se que o valor sofre uma diminuição tendendo a zero no decorrer
do treinamento [1 1]. Se o padrão inicial estiver muito longe do que ele deveria
ser, as mudanças poderão ser feitas em passos largos e quando o padrão se
aproxima do objetivo, as mudanças deverão se fazer de maneira mais lenta,
corri passos menores.

A escolha dos dados de treinamento é importante na determinação da
taxa de aprendizagem apropriada. Se todas as amostras de treinamento do
padrão desejado são muito próximas umas das outras, então uma grande taxa
de treinamento deveria ser usada de forma que o treinamento fosse feito
rapidamente. Se as amostras estão espalhadas, então a taxa de treinamento
deverá ser baixa para prevenir ruídos no modelo. Usualmente a rede deve ser
treinada mais de uma vez em um dado conjunto de treinamento, antes que o
aprendizado seja completado.

3. Aplicação a problemas inversos

Para a análise proposta é considerado, inicialmente, o problema da
identificação de uma carga, através do conhecimento dos potenciais em três
pontos dados. Considere-se, então, a figura 2, em que x indica a posição da
carga em relação a uma referência fixa O, sendo Q o valor da carga que será
determinado a partir dos potenciais Vl, V2 e V3 em três posições rl, r2 e r3,
dadas em relação a O.

r2,V2

r3,V3 ' [*–; rl,Vl

Figura 2 - Caracterização do problema inverso.

A rede neural utilizada possui seis entradas (3 pares r, V) e uma saída
(carga Q).

Primeiramente, a rede é treinada considerando-se valores de potenciais,
distâncias e cargas limitados e normalizados para trabalhar na faixa de 0 a 1.

Posteriormente, os dados requeridos são reconhecidos pela rede
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definida pelos pesos e limiares determinados durante a etapa de treinamento.
Foram analisadas 48 configurações de redes neurais dadas por:

a-) Camadas intermediárias = 1, 2 e 3.
b-) Número de neurônios em cada camada = 10 e 15.

c-) Funções de ativa@o /(s) =A e /, (s) = tanh(s).
d-) Taxa de aprendizagem = 0.5 e 2.0.
e-) Mornento = 0,1 e 0.2.

A tabela de treinamento foi criada a partir da aplicação da lei de
Coulomb. Para cada configuração de rede foram ensinados 225 casos,
correspondendo a:

x = 0.3 m:
Q variando de 0,1 A- a 0,9 HC em passos de 0,1 FC ;
r1 , /2 e r13 variando de O, 7 m a 0,9 m com passo variável.
O treinamento adotado faz uma correção dos pesos da rede após a

apresentação de cada um dos 225 padrões de entrada. O procedimento é,
então, repetido, até a convergência, definida pelo erro médio quadrático aceito.

Após essa verificação inicial, numa segunda fase da análise foram
estudadas as dez melhores configurações dentre as 48 analisadas,
considerando:
+ Erro médio em módulo nos testes:
+ Variação qualitativa (dispersão) dos erros em relação à média absoluta

calculada nos testes;
+ Tempo de processamento no treinamento;
+ Características da curva ErroXCiclo (convergência, erro aceito) durante o

treinamento.
Nessa segunda fase, foi considerada uma nova tabela de treinamento,

com 166 padrões, em que os dados a serem utilizados para reconhecimento
não estavam incluídos.

Adotando-se o critério estabelecido anteriormente. escolheu-se, então,
para solução do problema estudado nesse trabalho, a rede dada pela seguinte
configuração:
- Uma camada intermediária com dez neurônios;

- Função de ativação /(s) = + S)+e
- Taxa de aprendizagem = 0.5 e momento = 0.1.

De posse da configuração de rede escolhida para a solução do
problema, fez-se sua aplicação, investigando o processo de simulação de
condutores por meio de cargas convenientemente localizadas.

Como o problema envolve a determinação de várias cargas, um
processo iterativo foi desenvolvido de forma que pudesse ser utilizado na
solução do problema.

O procedimento proposto tem a estrutura indicada na figura 3,
considerando a determinação de duas cargas. Ele pode ser estendido para
maior número de cargas
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O processo inicia com os potenciais C dados em seis pontos €
definidos em relação a uma origem O e termina quando um erro percentual
máximo aceitável nos potenciais é atingido.

DadosVI, V2, V3 an

Pl, P2, P3

DadosVl’, V2’ , V3

P3emPI

VI, V2, V3, VI’, V2

1, V2, V3, VI’, V2’, V3’)

Sim

novo 02

VI, V2, V3, Vl’, V2’, V3

Figura 3 – Estrutura básica do procedimento utilizado.

Inicialmente, treina-se a rede neural através de uma tabela de dados
utilizando a Lei de Coutomb e, a partir desse treinamento, aplica-se o
procedimento.

As cargas Q7 e Q2 reconhecidas pela rede neural são utilizadas para o
cálculo dos seis potenciais reconhecidos, A diferença entre os valores de
potenciais reconhecidos (delta V) e dados é utilizada para um ajuste nas
cargas.

Novos potenciais são calculados a partir das novas cargas determinadas
e uma nova comparação entre os potenciais é realizada.

O processo se repete até se obter uma diferença aceitável.
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4. Simulação por cargas

O procedimento foi inicialmente aplicado ao problema da simulação de
um condutor no semi plano definido pelo primeiro e segundo quadrantes, por
duas cargas elétricas pontuais fixas Q7 e (12 (figura 4).

2 e 2’

Condutor

3 e 3’ 1 e 1’

Figura 4 – Problema inicial de simulação.

QI= 0,1 pC e Q2 = 0,2 #C. Os pontos 1 e 1’; 2 e 2’ e 3 e 3’, foram considerados
na mesma posição para facilidade de cálculo.

Em um dos problemas analisados, foram considerados 19 casos para
verificação, supondo potenciais nos seis pontos com valores calculados a partir
das cargas

potenciais foram normalizados de acordo com . 1„„ Volts e as

distâncias dos pontos em relação a O variaram de 0,1 a 0,9 m.
Após o 59 passo de iteração, os valores de cargas determinadas pela

rede resultaram próximos de o,1//C para Q7 e o,2 pC para (22, Mais

Os

precisamente, foram obtidos os resultados:

Média: médiaQ, = 0,0936//C e média@ = 0,2147 pC

Desvio padrão: %, = 0,0271//C e %, = o,0467 PC

Estando verificada a validade do procedimento iterativo através do
reconhecimento de fontes no caso de potenciais “corretos”, foram analisados
novos problemas considerando desvios nas equipotenciais.

Considerando, então, desvios dados às equipotenciais, foram estudadas
duas situações:

Primeira situação: pontos P1, P2 e P3, sendo r1, r2 e r3 dados em
relação à origem O e definidos em 4 casos analisados.

Os valores de rle r2 foram alterados para:
rIm, = rl + 0,1 e r2nwo = 72 + 0,05 ,

sendo 73,w, mantido com o valor correspondente à equipotencial (figura 5)
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Figura 5 - Desvio na equipotencial na primeira situação. Equipotencial “correta”
em tracejado (figura sem escala).

Para a carga Q1, resultou nos 4 casos, após 6 iterações:
média(}1 = 0,1003 pC e aQ, = 0,0107 pC

e para a carga Q2:
média(}2 = 0,2225 pC e aQ, = 0,0098 JC 7
com erro percentual no potencial de P1 da ordem de 15%, de 5% em P2

e 10% em p3.
Na segunda situação analisada, vista na figura 6, o ponto P2, além de

ser afastado da posição original, foi deslocado para cima.

O | 0,lm

Figura 6 - Desvio na equipotencial na segunda situação. Equipotencial “correta”
em tracejado (figura sem escala).

O processo forneceu, após 10 iterações, erros da ordem de 1% em P1,
15% em P2 e 18% em p3.

Observou-se discrepância maior em relação à situação anterior, no
ajuste do potencial do ponto P2, como esperado.

A introdução de uma 39 carga, localizada no ponto D no problema (visto
na figura 6), permitiu melhor ajuste de V2 e V3, tendo entretanto, piorado o
resultado em V1 , Isto mostra que uma escolha judiciosa do posicionamento das
cargas permite melhorar a simulação.

Procurando confirmar a viabilidade do procedimento, foi analisada a
simulação de trecho elementar de condutor com a forma retangular e potencial
normalizado 0,025, conforme a figura 7. Tal elemento poderia ser utilizado na
composição de condutores com forma qualquer e, através de automatização do
procedimento, poderia ser realizada uma simulação por cargas.
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Foram analisados 3 casos, com ajustes por 2, 3 e 4 cargas.
Os resultados aparecem na figura 8, sendo que para 3 e 4 cargas houve

necessidade de fazer nova normalização a cada certo número de passos. Por
comparação do caso de 3 cargas com o de 4 cargas, observa-se que um fator
importante na simulação é a relação entre a distância entre as cargas e
distância das cargas em relação à equipotencial (pontos P2 e P3 com pior
ajuste e pontos P1 e P4 melhor ajustados). Este fato está de acordo com o
definido no processo tradicional de simulação por cargas,

P4=0
0,lm

m

0,067m

0,2m

0.333m

Q+ Q:
m

0,15m ,
0,25m
0,35m

Figura 7 - Simulação de equipotencial nos pontos P1, P2, P3 e P4 (condutor)
considerando 2, 3 e 4 cargas.
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A).054
09

1 /J-,
0-0 06

’o.o:
0.05.

: 0% p 0 4FV o 9 2 5
0.0: ' 0.05

n írÂ
0-.2 O'.4

2 cargas 3 cargas

0.013

0.013

) B R 4 31 1
.3

o.9250.043 o.043v
oi02 10

0.01

013

Õ2 1

4 cargas 4 cargas deslocadas

Figura 8 - Equipotenciais obtidas com as cargas identificadas pelo método. Em
pontilhado o perfil do condutor.

As equipotenciais da figura 8, correspondentes ao caso “4 cargas
deslomdas”, foram obtidas simplesmente aproximando as cargas da parte
superior do contorno. Isto para verificar que um bom posicionamento das
mesmas produz melhores resultados, como é esperado quando da simulação
por cargas.
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5. Conclusão

Um estudo preliminar para verificar a aplicabilidade de redes neurais foi
feito. Considerando a determinação de uma carga elétrica pontual a partir de
medidas de potenciais elétricos gerados por ela, verificou-se que a rede se
mostrou eficiente nos casos em que os valores normalizados para
reconhecimento não eram dados próximos aos extremos da função de
ativação. Além disso, verificou-se que um aumento do número de padrões de
treinamento gerava resultados mais precisos, mas aumentava o tempo
necessário para mnvergência da rede.

Da análise dos resultados, verificou-se que a normalização dos dados
para aplicação da rede neural é de fundamental importância para se chegar a
resultados confiáveis. Uma proposta é a de fazer normalizações por faixas de
aplicação, ou seja, implementar tantas redes quantas forem necessárias,
treinadas para mapeamentos de regiões limitadas.

A partir desse estudo preliminar, desenvolveu-se um procedimento
iterativo utilizando redes neurais artificiais, para simulação por cargas pontuais
de um dado condutor (curva equipotencial) num semi-plano do espaço_

Como verificação da validade do procedimento iterativo, foram
realizados estudos iniciais em que os potenciais definidos em alguns pontos
fixos em relação a uma origem eram dados “corretos”.

Após essa análise de validação, aplicou-se o procedimento iterativo em
alguns problemas de interesse, considerando desvios nas equipotenciais
corretas, para simulação de um condutor mm forma qualquer por cargas
pontuais. Os resultados mostraram a viabilidade da aplicação.

Finalmente, foi analisada a simulação de trecho elementar de condutor
com a aplicação de 2, 3 e 4 cargas,

Os resultados em geral foram limitados, principalmente com a utilização
de 3 e 4 cargas, quando se fez necessária uma normalização por etapas das
cargas reconhecidas dentro do procedimento iterativo para haver convergência.
Verificou-se que a simulação pode ser melhorada por um conveniente
posicionamento das cargas.

O trabalho pode ser estendido e melhorado através de uma
automatização do procedimento, repetindo sua aplicação ao alterar a posição
das cargas.

Uma proposta futura também seria a de treinar novas redes, à medida
que o processo vai se desenvolvendo, com uma tabela de treinamento
contendo valores próximos dos calculados naquele instante.

Poder-s bia criar, então, uma metodologia para resolução de problemas
inversos em eletromagnetismo, utilizando-se as redes neurais artificiais com
aplicações mais gerais.
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