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Abstract

We propose a new survival model for lifetime data in the presence of surviving fraction and obtain some of its properties.

Its genesis is based on extensions of the promotion time cure model, where an extra parameter controls the

heterogeneity or dependence of an unobserved number of lifetimes. We construct a regression model to evaluate

the effects of covariates in the cured fraction. We discuss inference aspects for the proposed model in a classical

approach, where some maximum likelihood tools are explored. Further, an expectation maximization algorithm is

developed to calculate the maximum likelihood estimates of the model parameters. We also perform an empirical

study of the likelihood ratio test in order to compare the promotion time cure and the proposed models. We

illustrate the usefulness of the new model by means of a colorectal cancer data set.

Keywords

Colorectal cancer, cured fraction, cure rate model, EM algorithm, likelihood function, survival model

1 Introduction

The colorectal cancer is the third most common cancer in the United States in both men and women and it is also
the third cause of death by cancer in both genders. The estimates from the National Cancer Institute (NCI) for
2018 are 140,000 new cases in the USA, 8% of the total number of new cancer cases for this year. NCI also
reported that the estimate number of deaths for 2018 is about 66,000 (8.4% of all cancer deaths) corresponding to
22 deaths per 100,000 people per year.

The improvement in technology to detect the cancer, the advance in techniques of treatment, and the decrease
of exposure to risk factors (such as smoking and rued meat consumption), all contributed for a reduction in the
mortality by colorectal cancer from seven decades ago when it was the first cause of cancer death in the USA.1

The ideal treatment for this cancer is the full resection of the tumor surgically and subsequent follow-up of the
patient for the possibility of recurrence of the disease. In certain stages of the cancer, the radiotherapy is
recommended after the surgery to reduce the chance of recurrence. Additionally, the treatment by
chemotherapy with the 5-fluorouracil (5-FU) drug as an adjuvant to the surgery leads to a reduction in the
recurrence rates and an increase in survival rates, since it is directed to eradicate the undetected sites of metastasis.2

The staging of the colorectal cancer is determined by the number of layers of the intestine wall that the tumor
invades and the presence of metastasis. Dukeýs classification3 describes: Stage A, the tumor is limited to the bowel
mucosa cells and the muscularis mucosa layer; Stage B, the tumor invades all intestine layers; Stage C, the tumor
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metastasizes to the regional lymph nodes; and Stage D, the metastasis implants at the peritoneum, omentum and
other distant regions.

An anthelmintic drug, Levamisole, has a presumed immunomodulatory activity, for that it was studied as a
combination with 5-FU in the treatment of colorectal cancer. An experimental study by Moertel et al.3 presented a
comparison between the efficiency of treatment by 5-FU along Levamisole in randomly selected patients with
Stage C of colorectal cancer and the efficiency by Levamisole alone, where 929 patients were classified with Stage C
for which 50% of the patients experience disease recurrence. The Kaplan–Meier estimates of the survival function
to a data set on the colorectal cancer recurrence stratified by treatment are plotted in Figure 1 (left panel) and the
cumulative hazard functions (right panel), where the estimated survival functions tend to positive levels below to
an upper horizonal limit. This fact, according to Yakovlev and Tsodikov,4 may be thought of as an indication of
the presence of a proportion of patients disease-free, and these patients can be considered cured. This behavior
indicates that, at least in principle, models that ignore the possibility of cure will not be suitable for these data.

Models for survival data with a surviving fraction (also known as cure rate models or long-term survival
models) have deserved a great deal of interest in the literature under the headings of reliability and survival
analysis. Cure rate models cover the situations where there are sampling units insusceptible to the occurrence
of the event of interest. The proportion of such units is termed as the cured fraction. In clinical studies, the event of
interest may be the death of a patient or a tumor recurrence (which can be attributed to metastasis-component
tumor cells left active after an initial treatment). Two formulations of cure rate models stand out in the literature as
prevailing approaches to be developed. Here, we point out a distinguishing feature between them. In the standard
mixture cure model,5,6 the number of causes of the event of interest is a binary random variable on {0, 1}, whereas
in the promotion time cure model4 this number follows a Poisson distribution. Several other works have
contributed to this area such as the studies presented in Tsodikov et al.,7 Ibrahim et al.,8 Rodrigues et al.,9

Ortega et al.10 and Cordeiro et al.11

In this paper,

. We propose a new survival model with cured fraction for modeling time of recurrence disease of patients with
colorectal cancer.

. Also, we introduce a new model with a random component (that can measure a possible heterogeneity,
dispersion or correlation in the number of carcinogenic cells) that extends the promotion time model
discussed by several authors in the literature.

. In addition, we construct a regression model to evaluate the effects of covariates on the disease-free cured rate.

The rest of the paper proceeds as follows. In Section 2, we formulate the model. Some of its structural
properties are investigated in Section 3. Inference based on maximum likelihood is developed in Section 4.
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Figure 1. The Kaplan–Meier estimate of survival functions stratified by treatment (left panel) and cumulative hazard function (right

panel) for recurrence time of patients treated with colorectal cancer.
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A simulation study is presented in Section 5 in order to study some finite sample properties of the estimates. In
Section 6, our methodology is illustrated on a real dataset. Finally, Section 7 presents some concluding remarks.

2 The model

For an individual in the population, let N be the number of carcinogenic cells that would cause the detectable
tumor. We consider that N has a Poisson distribution with mean ��, where �4 0 is a constant and �4 0 is a
random parameter having an inverse Gaussian distribution with unity mean and variance �4 0, which takes into
account an unobserved heterogeneity or dependence from individual to individual. Thus, the probability
generating function (pgf) of the random variable N given the random parameter (�) is GNj�ðwÞ ¼
exp½���ð1� wÞ�. Then, integrating in �, we obtain the pgf of N as

GNðwÞ ¼ exp ��1 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2��w

p� �n o
, jwj � 1 ð1Þ

We can demonstrate from equation (1) that the mean and variance of N are given by EðNÞ ¼ � and
VarðNÞ ¼ � þ ��2, respectively. Hence, � is a kind of dispersion parameter that can measure a possible
heterogeneity, dispersion or correlation in the number of carcinogenic cells.

Given N¼ n, let Zj (j ¼ 1, . . . , n) be the time until the jth clonogenic cell produces a detectable tumor in the
individual. We assume that the Z0j s are conditionally independent of N with common cumulative distribution
function (cdf) FðtÞ ¼ 1� SðtÞ: Here, we emphasize that the random variables Z0j s and N are unobserved. Thus,
the period of time a growing tumor cell would need to proliferate before being detectable for an individual can be
defined by the random variable T ¼ minðZ1, . . .,ZNÞ with PðT4 tjN ¼ 0Þ ¼ 1. Under these assumptions, the
population survival function7,9 reduces to

SpðtÞ ¼ exp ��1 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2��FðtÞ

p� �n o
ð2Þ

Thus, limt!1 SpðtÞ ¼ PðN ¼ 0Þ ¼ p0, which implies that N¼ 0 corresponds to the ‘‘cured’’ population.
From equation (2), we can write

p0 ¼ exp ��1 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2��

p� �n o
4 0

which implies that equation (2) is not a proper survival function. The cured fraction tends to zero when �!1,
whereas the cured fraction tends to one when �! 0. Hereafter, the model (2) is called the promotion time cure rate
model with dispersion.

Consider the function

�ðtÞ ¼ PrðN ¼ 0jT4 tÞ

¼ exp ��1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2��FðtÞ

p
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2��

p� �n o ð3Þ

denoting the probability that an individual is immune or cured of the disease given that survives for time t> 0 after
treatment. The probability (3) is an increasing function in t. For t¼ 0 (corresponding to no information regarding
the immunity of an individual, other than overall probability being immune), the probability is equal to �ð0Þ ¼ p0.
The probability tends to one when t!1 (corresponding to certainly of immunity if the individual’s lifetime is
very long).

The density function associated with equation (2) is given by

fpðtÞ ¼
�f ðtÞSpðtÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2��FðtÞ

p
where f ðtÞ ¼ �dSðtÞ=dt. The associated hazard rate function (hrf) reduces to

hpðtÞ ¼
�f ðtÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 2��FðtÞ
p
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We note that hpðtÞ ! 0 at a fast rate when t!1 and
R1
0 hpðtÞdt5 �51: The plots in Figure 2 reveal the

flexibility of the survival and hazard functions in terms of the additional dispersion parameter � introduced in the
model. Furthermore, in the special case when � ! 0, the model is identical to the promotion time cure model
investigated by Yakovlev and Tsodikov.4

The (proper) survival function for the individuals under risk, denoted by SRðtÞ, is obtained as
SRðtÞ ¼ PðT4 t jN � 1Þ (for t> 0) and then it reduces to

SRðtÞ ¼
exp ��1 1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2��FðtÞ

p� �n o
� p0

ð1� p0Þ
ð4Þ

We have SRð0Þ ¼ 1 and SRð1Þ ¼ 0, which implies that it is a proper survival function. The density function for
the individuals under risk in the population (a proper density function) is given by

fRðtÞ ¼
fpðtÞ

ð1� p0Þ
, t4 0 ð5Þ

and the hrf for the individuals under risk in the population becomes

hRðtÞ ¼
SpðtÞ

SpðtÞ � p0

� �
hpðtÞ, t4 0 ð6Þ

Thus, equation (6) has a multiplier factor
SpðtÞ

SpðtÞ�p0
4 1 compared to the hazard function hpðtÞ of the entire

population. Also, it can be proved that hRðtÞ !
f ðtÞ
SðtÞ when t!1 and hence hRðtÞ converges to the hrf of the

latent random variable Z.

The relationship between the model (2) and the mixture cure rate model5,6 is given by

SpðtÞ ¼ p0 þ ð1� p0ÞSRðtÞ

where SRðtÞ is given by equation (4). Thus, SpðtÞ is a mixture cure rate model with cured fraction equal to p0 and
survival function SRðtÞ for individuals under risk in the population. This result implies that every mixture cure rate
model corresponds to some model of the form (2) for some �, � and SRð�Þ:

There is a relationship between the cure rate model (2) and the frailty model. In fact, the frailty model assumes a
proportional hazards structure conditional on the random effect (frailty). The hazard function of an individual
depends on an unobservable time Z independent of the random variable N, and acts multiplicatively on the
baseline hrf, h0ðtÞ, i.e. hðtjNÞ ¼ Nh0ðtÞ: If N is a discrete random variable with support f0, 1, . . . , g and pgf

Figure 2. Survival functions (left panel) and hazard functions (right panel) with common survival function SðtÞ ¼ expð�t2Þ and �¼ 2.
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GNð�Þ, then the unconditional survival function is given by

SðtÞ ¼ GNðS0ðtÞÞ ð7Þ

where S0ðtÞ ¼ expf�
R t
0 h0ðuÞdug is a baseline survival function. If N is a random variable with pgf (1), the model (7)

is identical to the proposed model (2). This relationship is useful in practice because it allows the choice of the
baseline distribution family from the observed data.

Proposition. The model defined by the survival function (2) is identifiable.

Proof. Let #1 ¼ ð�1, �1,u1Þ and #2 ¼ ð�2, �2,u2Þ such that #1 6¼ #2, where u1 and u2 are the parameter vectors in
Sð�Þ. Suppose that Spðt;#1Þ ¼ Spðt;#2Þ, for all t> 0, which from equation (2) implies that

�2
�1
¼

1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2�2�2Fðt; u2Þ

p
1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2�1�1Fðt; u1Þ

p , t4 0 ð8Þ

We know that 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2��Fðt : uÞ

p
is monotone decreasing in �, � and u. Without loss of generality, we assume

that �1 5 �2. Then,
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2�2�2Fðt; u2Þ

p
5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2�1�1Fðt; u1Þ

p
: For �1 6¼ �2 and u1 6¼ u2, there exists a t0 such thatffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 2�2�2Fðt0; u2Þ
p

4
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2�1�1Fðt0; u1Þ

p
: Therefore, the equality (8) cannot be satisfied, which completes the proof.

3 Properties

In this section, we obtain some mathematical properties of the random variable TR representing the non-cured
population, i.e. the individuals at risk at time t having the density function fRðtÞ. The quantile function (qf) of TR is
determined by inverting FRðtÞ ¼ 1� SRðtÞ ¼ u in equation (4). The qf of TR can be expressed in terms of the qf
corresponding to F(t) (see Section 2) defined by QZðuÞ ¼ F�1ðuÞ. For a given probability u, the percentage 100 %u
of individuals of the population will be at risk at the time tu ¼ QRðuÞ. Then, we have

tu ¼ F�1 f½1� � logfvðuÞg�2 � 1g=½2���
� �

ð9Þ

where vðuÞ ¼ 1� ð1� p0Þu.
By combining (1) and (2), we can write SpðtÞ ¼ GNðFðtÞÞ ¼

P1
n¼0 �nFðtÞ

n, which holds for the hypothesized cdf of
any clonogenic cell capable of producing a detectable tumor, where �n ¼ @

nGNðwÞ=@w
njw¼0. From

fRðtÞ ¼ fpðtÞ=ð1� p0Þ, for t> 0, we can obtain the linear representation by simple differentiation of equation (4)

fRðtÞ ¼
X1
k¼0

�k�kþ1ðtÞ ð10Þ

where �kþ1ðtÞ ¼ ðkþ 1ÞFðtÞkf ðtÞ denotes the exponentiated-F (exp-F) density function with power parameter kþ 1
of the random variableWkþ1, sayWkþ1 � exp-Fðkþ 1Þ (for k � 0). Here, the coefficients �k’s are easily determined
in Mathematica as �0 ¼ �=ð1� p0Þ, �1 ¼ �2ð1þ �Þ�

2=ð1� p0Þ, �2 ¼ 3ð3�2 þ 3� þ 1Þ�3=ð1� p0Þ, �3 ¼ �4ð15�
3þ

15�2 þ 6� þ 1Þ�4=ð1� p0Þ, etc.
Equation (10) reveals that the density function for the non-cured population (TR) is given by a linear

combination of exp-F densities, whose coefficients depend only on � and �. So, several mathematical quantities
(such as ordinary and incomplete moments, mean deviations, and generating function) of TR can be determined
from this equation by knowing those properties of the exp-F distribution. Several properties of the exponentiated
distributions have been studied by many authors in recent years. See, for example, Mudholkar et al.,12 Gupta and
Kundu13 and Nadarajah and Kotz,14 among others.

3.1 Moments and applications

The nth moment of TR, say EðTn
RÞ, can be expressed from equation (10) as

�0n ¼
X1
k¼0

�kEðW
n
kþ1Þ ¼

X1
k¼0

ðkþ 1Þ�k	n,k ð11Þ

Barriga et al. 5



where 	n,k is given in terms of QZðuÞ ¼ F�1ðuÞ, namely

	n,k ¼

Z 1
0

tnFðtÞk f ðtÞdt ¼

Z 1

0

QZðuÞ
nukdu

Expressions for moments of several exponentiated distributions given by Nadarajah and Kotz (2006) can be
used in equation (11) to produce EðTn

RÞ. As a simple example, if FðtÞ ¼ 1� exp½�ð
tÞ�� (t> 0) is the Weibull cdf
with scale parameter 
4 0 and shape parameter �4 0, we can obtain the moments of Wkþ1 using the generalized
binomial expansion. Hence, �0n follows from equation (11) as

�0n ¼
�ðn=�þ 1Þ


n

X1
k¼0

ðkþ 1Þ�k
Xk
j¼0

ð�1Þj

ð jþ 1Þn=�þ1
k
j

	 


Further, the cumulants (�r) of TR (for r � 1) can be determined from the ordinary moments as

�r ¼ �
0
r �

Xr�1
k¼1

r� 1
k� 1

	 

�k�

0
r�k

where �1 ¼ �
0
1. The skewness �1 ¼ �3=�

3=2
2 and kurtosis �2 ¼ �4=�

2
2 of TR are obtained from the second, third and

fourth cumulants.
For empirical purposes, the shape of many distributions can be usefully described by what we call the

incomplete moments. These types of moments play an important role for measuring inequality, for example,
income quantiles and Lorenz and Bonferroni curves, which depend upon the incomplete moments of a
distribution. The nth incomplete moment of TR, say mnðtÞ ¼ E Tn

Rj05TR 5 t
� �

, can be expressed as

mntÞ ¼
X1
k¼0

ðkþ 1Þ�k

Z FðtÞ

0

QZðuÞ
nukdu ð12Þ

where the integral can be computed for most selected distributions for F.
A general equation for the first incomplete moment m1ðtÞ of TR can be derived from equations (10) and (12) as

m1ðtÞ ¼
X1
k¼0

�kJkðtÞ ¼
X1
k¼0

ðkþ 1Þ�k

Z FðtÞ

0

QZðuÞu
kdu ð13Þ

where JkðtÞ ¼
R t
0 whkþ1ðwÞdw.

A simple application of equation (13) is now addressed for the Weibull cdf of T discussed before. We can obtain
after some algebra

m1ðtÞ ¼
X1
k,r¼0

ð�1Þr ðkþ 1Þ
k
r

	 

�k

ðrþ 1Þ1þ1=��
� 1þ ��1, ðrþ 1Þð
tÞ�
� �

where �ða,xÞ ¼
R x
0 wa�1e�wdw is the incomplete gamma function.

The first incomplete moment can be applied to obtain Bonferroni and Lorenz curves defined (for a given
probability �) by Bð�Þ ¼ m1ðqÞ=ð��

0
1Þ and Lð�Þ ¼ �Bð�Þ, respectively, where q ¼ QRð�Þ is the qf of TR at �.

The mean deviations about the mean (
1 ¼ EðjTR � �
0
1jÞ) and about the median (
2 ¼ EðjTR �MjÞ) of TR can

be expressed as


1 ¼ 2�01FR �
0
1

� �
� 2m1 �

0
1

� �
and 
2 ¼ �

0
1 � 2m1ðMÞ ð14Þ

respectively, where �01 ¼ EðTRÞ, M ¼ QRð0:5Þ is the median given by equation (9), FRð�
0
1Þ ¼ 1� SRð�

0
1Þ is easily

calculated from equation (4) and m1ð�Þ is given by equation (13).
Other kinds of moments can also be obtained in closed form, but we consider only the previous moments for

reasons of space.
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3.2 Generating function

Here, we provide a formula the moment generating function (mgf) MRðsÞ ¼ E½expðsTRÞ� of TR. The function
MRðsÞ can be obtained from equation (10) as

MRðsÞ ¼
X1
k¼0

�kMkþ1ðtÞ ¼
X1
k¼0

ðkþ 1Þ�k�kðsÞ ð15Þ

where Mkþ1ðtÞ is the mgf of Wkþ1 and

�kðsÞ ¼

Z 1
0

estFðtÞkf ðtÞdt ¼

Z 1

0

exp sQZðuÞ½ �ukdu

Hence, MRðsÞ can be immediately determined from the generating function of the exp-F distribution. As a
single example, if T has exponential cdf with rate parameter 
, we obtain

MRðsÞ ¼
X1
k¼0

ðkþ 1ÞBðkþ 1, 1� 
sÞ�k

where Bð�, �Þ is the complete beta function.

4 Inference

Consider the lifetimes T1, . . .,Tn of n individuals. Suppose the lifetime is not completely observed and it is subject
to right censoring, where Ci denotes the censoring time. We then observe ti ¼ minfTi,Cig and �i ¼ IðTi � CiÞ,
where �i ¼ 1 if Ti is a lifetime and �i ¼ 0 if it is right censored, for i ¼ 1, . . . , n: We incorporate the covariates
through �: For each individual i, let xi ¼ ð1,xi1, . . ., xipÞ

> denote the vector of covariates, and let
� ¼ ð�0,�1, . . .,�pÞ

> denote the corresponding vector of regression coefficients. We relate � to the covariates by
gð�iÞ ¼ �ðxi;�Þ ¼ x>i �, i ¼ 1, . . . , n, where the link function gð�Þ is a monotonic twice differentiable function. The
logarithmic link function given by gð�iÞ ¼ logð�iÞ can be adopted for our model.

From n independent individuals, the log-likelihood function under non-informative censoring is given by

‘ ð#Þ ¼ n��1 þ
Xn
i¼1

�i logð�iÞ þ
Xn
i¼1

�i log½ f ðti; uÞ�

�
Xn
i¼1

�i log
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2��iFðti; uÞ

ph i

� ��1
Xn
i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2��iFðti; uÞ

p
ð16Þ

where # ¼ ð�,u>,�>Þ>, u ¼ ð’1, . . ., ’qÞ
>, t ¼ ðt1, . . ., tnÞ

>, d ¼ ð�1, . . ., �nÞ
> and x ¼ ðx1, . . ., xnÞ. Since the baseline

distribution is specified, the maximum likelihood estimator (MLE) of # can be obtained by direct maximization of
the log-likelihood function (16) using, for example, a optimization procedure such as the BFGS (Broyden–
Fletcher–Goldfarb–Shanno) method. This optimization is based on the Newton–Raphson method.15

We implement the EM algorithm16 to calculate the MLE of #. The EM algorithm is efficient (produces robust
estimates), flexible (can be applied in several situations) and has stable convergence stronger than the Newton–
Raphson method as discussed by McLachlan and Krishnan.17

The ith element of the set of censored observations can be derived from two different groups, individual under
risk (susceptible) or cured. Suppose we define a latent variable � that indicates this event. Let �i be the ith latent
variable given by

�i ¼
1, if susceptible,

0, if cured

�

Barriga et al. 7



Then, the complete likelihood function is given by

Lcð#Þ ¼
Y
i2 �C

½1� p0ðxiÞ�
Y
i2 �C

fRðti; xi,#Þ

�
Y
i2C

p0ðxiÞ½ �
1��i

�
Y
i2C

ð1� p0ðxiÞÞSRðti;xi,#Þ½ �
�i

where SRð�Þ and fRð�Þ are survival and density functions for the individual under risk given in equations (4) and (5),
respectively

p0ðxiÞ ¼ exp ��1 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2� expfx>i g

q	 
� �

and C ¼ fi 2 f1, 2, . . . , ng : �i ¼ 0g and �C ¼ fi 2 f1, 2, . . . , ng : �i ¼ 1g are the censored and uncensored sets of
observations, respectively.

For the E-Step of the EM-algorithm, we compute the expectation of the complete data log-likelihood function
with respect to the distribution of the unobserved �i, given the current values of the parameters and the observed
data O. Note that the �i’s are Bernoulli random variables in the complete likelihood and we have to compute
�ðkÞi ¼ E½�ij#

ðkÞ,O�, i ¼ 1: . . . , n, where #ðkÞ denotes the current parameter value at the kth iteration step. Next, for
i 2 C, we have

�ðkÞi ¼ E½�ij#
	ðkÞ,O� ¼ P½�ijTi 4 yi�

¼
½1� p0ðxiÞ�SRð yi; xi,#Þ

Spð yi; xi,#Þ
j#¼#ðkÞ

and the conditional expectation of the complete log-likelihood function is given by

Qð#,�ðkÞÞ ¼
X
i2 �C

log½1� p0ðxiÞ� þ
X
i2 �C

logfRð yi;xi,#Þ

þ
X
i2C

ð1� �ðkÞi Þ log p0ðxiÞ½ �

þ
X
i2C

�ðkÞi log½ð1� p0ðxiÞÞ�

þ
X
i2C

�ðkÞi log½SRð yi;xi,#Þ�

M-Step: In this step, we maximize the function Qð#,�ðkÞÞ with respect to # over the corresponding parameter
space �, given �ðkÞ. So, we obtain an improved estimate of # given by

#ðkþ1Þ ¼ argmax
#2�

Qð#,�ðkÞÞ

The E-step and the M-step are then continued iteratively until convergence to find the MLE of the parameter
#	. In this paper, as the MLEs of �, � and u do not have explicit expressions, the maximization step is carried out
using the EM gradient algorithm,18 which is a one-step Newton–Raphson method and qualifies as a special case of
the generalized EM algorithm.16 The standard errors of the MLEs are obtained by inverting the observed
information matrix. The computational program is available from the authors upon request. Under suitable
regularity conditions(see Maller and Zhou,19 Chapter 7), it can be proved that the asymptotic distribution of
the MLE b# is multivariate normal with mean vector # and covariance matrix ðb#Þ, which can be estimated by

bRðb#Þ ¼ �
@2‘ ð#Þ

@#@#>

� ��1
¼ f�Jð#Þg�1

evaluated at # ¼ b#. The required second derivatives of the matrix Jð#Þ are given in Appendix 1.
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An asymptotic confidence interval with significance level � for each parameter #r is given by

ð#̂r � z�=2

ffiffiffiffiffiffiffiffib�r,r
p

, #̂r þ z�=2

ffiffiffiffiffiffiffiffib�r,r
p

Þ

where b�r,r is the rth diagonal element of b�ðb#Þ estimated at b#, for r ¼ 1, . . . , pþ dimðuÞ þ 1, where dimð�Þ is the
dimension of the parametric space, and z�=2 is the quantile 1� �=2 of the standard normal distribution.

Another important issue, besides estimation, refers to the hypothesis tests. Let #1 and #2 be proper disjoint
subsets of #. We aim to test H0 : #1 ¼ #01 against H1 : #1 6¼ #01 (#2 unspecified). Let b#0 be the estimate that
maximize ‘ ð#Þ constrained to H0: The log-likelihood ratio (LR) statistic is given by

�n ¼ 2 ‘ ðb#Þ � ‘ ðb#0Þh i
ð17Þ

where ‘ ð�Þ is the log-likelihood. Under H0 and some regularity conditions, �n converges to the chi-square
distribution with � ¼ dimð#1Þ degrees of freedom. Another hypothesis of interest is related to the adequacy of
the promotion time cure model (H0 : � ¼ 0) against the non-suitability (H1 : �4 0). The null distribution of the
LR test under H0 is non-standard,

20 and it has been found that the distribution can be approximated by a 50–50
mixture of the chi-square distribution with one degree of freedom (
21) and a degenerated distribution at zero. That
is, the statistic �n converges to the 0:5þ 0:5P 
21 � x


 �
distribution. In the next section, we investigate the

asymptotic properties of the distributions of the MLEs and LR statistics by means of a simulation study.

5 Simulation study

We evaluate the performance of the MLEs of the parameters of the promotion time model with dispersion given
by equation (4) through a simulation study. We consider the proposed model with parameters �i ¼ expð�0 þ �1xiÞ
(i ¼ 1, . . . , n), where �0 ¼ 0:976, �1 ¼ 0:459 and � ¼ 2:0. The covariate xi is generated from a Bernoulli
distribution with success probability 0.5 (with these parameters the proportion of cured, for xi¼ 0 and xi¼ 1
results in 30% and 20%, respectively). For simplicity, we take an exponential distribution with parameter ’ ¼ 1
for the baseline distribution.

The censored times, Ci, are sampled from the exponential distribution with failure rate where 	i ¼ ’ð pc þ p0iÞ=

ð1� pc � p0iÞ, p0i ¼ expf1� 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2��i
p� �

g (the mean cured proportion is 25% with these parameters) and pc is the

proportion of censored observations. We set pc ¼ p0 ¼ 25 % and pc ¼ p0 þ 20 ¼ 45 %. The observed times are
generated as follow:

(i) Generate Ui � Uð0, 1Þ;
(ii) If Ui 5 p0i, then Ti ¼ 1, else Ti ¼ F�1ððð1� � logðuiÞÞ

2
� 1Þ=2��i; 
Þ, where F

�1ð�Þ is the qf of the exponential
distribution with parameter ’ ¼ 1;

(iii) Generate a censoring time Ci from the exponential distribution with failure rate, 	i ¼ ’ð pcþ p0iÞ=
ð1� pc � p0iÞ. If Ti � ci, then ti¼Ti and �i ¼ 1, else ti¼Ci and �i ¼ 0:

For the simulations, we take the sample sizes n¼ 100, 200, 400 and 800. For each configuration, we conduct
5000 simulations to calculate the averages of the MLEs (AE), standard errors (SE), biases, roots of the mean
squared errors (RMSE) of the estimates and empirical coverage probabilities (CP) corresponding to the 95%
confidence intervals for the parameters in model (4). The simulation results given in Table 1 reveal that the average
of maximum likelihood estimates are close to the true values and the bias, SDs and RMSEs decrease as sample size
increase to the nominal coverage levels when the sample size increases, which are all expected if the underlying
estimation scheme is working correctly to produce consistent and asymptotically normal estimates.

Additionally, we perform a simulation study to investigate the null distribution of the LR statistic, �n, to test
the hypotheses H0 : � ¼ 0 versus H1 : �4 0. Table 2 summarizes the results considering different sample sizes. The
rejection rates are close to the nominal levels, 1%, 5% and 10% only for moderate sample sizes in agreement with
first-order asymptotic theory.

6 Application

In this section, we provide an application of the model, described in Section 2, to a dataset on a colon cancer
clinical trial reported in 1989 by the North Central Cancer Treatment Group (NCCTG).3 The dataset comes from

Barriga et al. 9



Table 1. Average estimates (AE), SE, bias, RMSE and CP for the parameters in the promotion time cure model

with dispersion.

n Parameter AE SE Bias RMSE CP

25 %

100 � 2.774 3.159 0.774 3.251 0.965

’ 1.060 0.368 0.060 0.372 0.962

�0 1.038 0.553 0.062 0.556 0.976

�1 0.458 0.369 -0.002 0.369 0.947

200 � 2.340 1.778 0.340 1.809 0.937

’ 1.029 0.264 0.029 0.266 0.962

�0 0.999 0.410 0.023 0.410 0.970

�1 0.468 0.262 0.009 0.262 0.945

400 � 2.075 1.010 0.075 1.012 0.931

’ 1.033 0.198 0.033 0.200 0.965

�0 0.959 0.302 -0.017 0.302 0.952

�1 0.461 0.180 0.002 0.180 0.950

800 � 2.070 0.678 0.070 0.681 0.951

’ 1.007 0.129 0.007 0.130 0.955

�0 0.978 0.209 0.002 0.209 0.958

�1 0.466 0.128 0.007 0.128 0.946

45 %

100 � 3.044 4.087 1.044 4.217 0.987

’ 1.020 0.478 0.020 0.478 0.968

�0 1.188 0.815 0.212 0.841 0.986

�1 0.464 0.391 0.005 0.391 0.949

200 � 2.493 1.759 0.493 1.825 0.962

’ 1.006 0.378 0.006 0.377 0.969

�0 1.079 0.548 0.103 0.558 0.979

�1 0.477 0.282 0.018 0.282 0.950

400 � 2.192 1.152 0.192 1.168 0.956

’ 1.017 0.279 0.017 0.280 0.953

�0 1.006 0.393 0.030 0.394 0.969

�1 0.462 0.185 0.003 0.185 0.961

800 � 2.079 0.803 0.079 0.806 0.949

’ 1.017 0.209 0.017 0.210 0.955

�0 0.984 0.281 0.009 0.281 0.957

�1 0.462 0.134 0.003 0.134 0.941

Table 2. Empirical rejection rates of the null hypothesis H0 : � ¼ 0 at 1%, 5% and 10% nominal significance

levels (�).

N

� pcð %Þ 100 200 400 800

1 25 0.82 1.18 1.00 0.99

45 0.79 0.88 0.94 1.09

5 25 4.26 5.12 4.98 5.02

45 4.05 4.78 4.96 5.02

10 25 9.38 10.02 10.02 9.98

45 9.05 9.23 10.12 10.04
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an assay for the efficiency of treatment by 5-FU along Levamisole in randomly selected patients with Stage C
colorectal cancer and the efficiency by Levamisole alone in order to prevent recurrence as already mentioned in
Section 1. The dataset includes 929 patients observed after the full resection of the tumor surgically and subsequent
follow-up of the patients for seven years. After deleting subjects with incomplete data and missing observation
times, we have a subset of n¼ 888 patients with approximately 50% of censoring. For our purposes, we consider
the time until recurrence of the disease as the response variable. The following variables are collected from
each patient:

. ti: observed time (in years);

. xi1: treatment (Observation, Levamisole, Levamisoleþ 5-FU);

. xi2: extent of local spread (1¼ submucosa, 2¼muscle, 3¼ serosa, 4¼ contiguous structures);

. xi3: time from surgery to registration (0¼ short, 1¼ long);

. xi4: more than 4 positive lymph nodes (0¼ no, 1¼ yes), i ¼ 1, . . . , 888:

The Kaplan–Meier estimate of the survival function in Figure 1 (left panel) indicates disease-free patients.
Further, the Kaplan–Meier estimate of the cumulative hazard function in Figure 1 (right panel) is limited and
concave, which reveals that a distribution with monotone hazard function could be adequate for modeling these
data. Thus, we consider the Weibull distribution with cdf Fðt; uÞ ¼ 1� expf�ðt=’2Þ

’1g, ’i 4 0 (i¼ 1, 2), for
modeling the nonobserved times or the baseline hazard function for the lifetime dataset.

We fit the model described in Section 2 with all covariates on the mean of clonogenic cells (�), i.e.

� ¼ expf�0 þ �11x11 þ �21x21 þ �21x22 þ �23x23 þ �3x3 þ �4x4g ð18Þ

where the dummy variables are defined for categorical covariates with more then two levels. For example, for the
treatment covariate (x1i), we have the variables

x11 ¼
1, if Levamisole;

0, otherwise

�
and x12 ¼

1, if Levamisoleþ 5� FU;

0, otherwise

�

The MLEs of the model parameters are listed in Table 3. The estimate of the shape parameter ð’1Þ provides
evidence against the exponential distribution ð’1 ¼ 1Þ for the promotion times.

Further, we compute the LR statistic (�n) to test the suitability of the promotion time cure model for this
dataset, that is, H0 : � ¼ 0 versus H1 : �4 0: The LR statistic �n, under the null hypothesis H0, is assumed to be
asymptotically distributed as a symmetric mixture of a chi-squared distribution with one degree of freedom and a
point-mass at zero. Thus, �n is equal to 12.867, with a p-value ¼ 0:0001, which provides strong evidence in favor
of H1, thus indicating that the promotion time cure rate model with dispersion is more adequate for the current
data. Alternatively, we consider the Akaike Information Criteria (AIC) for comparing the models. The values of
the AIC for the promotion time cure model (Rodrigues et al.9) and the proposed model are 2345.88 and 2335.013,
respectively, thus indicating that the promotion time cure rate model with dispersion yields the best fit to these
data. We can note that the covariate x4 is statistically significant. So, there is a significant difference (5%) between

Table 3. MLEs of the parameters for the promotion cure rate model with dispersion.

Parameter Estimate (est) Standard error (se) jestj=se p-value

� 2.234 1.300 – –

’1 1.480 0.098 – –

’2 2.677 0.209 – –

�0 �0.856 0.636 1.346 0.178

�11
�0.040 0.155 0.256 0.798

�12
�0.692 0.177 3.915 0.000

�21
0.249 0.645 0.387 0.699

�22
1.053 0.614 1.713 0.087

�23
1.822 0.684 2.663 0.008

�3 0.322 0.147 2.186 0.029

�4 1.244 0.177 7.010 0.000
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the levels of the covariate x4 in relation to the cure proportion (p0) of individuals. This can be seen in Figure 3.
Also, since the parameter �4 is related to this proportion, we can estimate this proportion. This fact can also
be noted in Figure 3. We also fit the promotion time cure model with dispersion stratified by each covariate.
In Figure 3, we plot the empirical survival function and the estimated survival function (2) for each covariate.
We conclude that the promotion time cure model with dispersion provides a good fit to these data.

We estimate the probability of individuals disease-free (proportion being cured) after follow-up t> 0 from the
MLEs of the model parameters by

�ðtÞ ¼ exp
1

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2��ð1� exp½�ðt=’2Þ

’1 �Þ
p

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2��

p� �� �

where � is given by equation (18). Next, we estimate the proportion of patients disease-free for eight hypothetical
patients A, B, C, D, E, F, G and H, who had resection of the tumor surgically and after treatment with values for
the covariates given in Table 4. Figure 4 displays the plots with the probability of each patient being immune after
treatment (left panel) for t 2 ½0, 10� and the survival functions for recurrence times of each patient treated with
colorectal cancer (right panel). Table 4 gives the MLEs and 95% asymptotic confidence intervals for the
proportion of patients disease-free (cured rate) after treatment (t¼ 0). For example, for a patient A with extent
of local spread in submucosa, time from surgery to registration long, more than four positive lymph nodes and
treatment Levamisoleþ 5-FU, and a patient E with extent of local spread in submucosa, time from surgery to
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Figure 3. Kaplan–Meier curves stratified by explanatory variable and estimated survival functions to the colorectal carcinoma data,

(left panel): extent of local spread and (right panel): more than four positive lymph nodes.
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Figure 4. The probability being immune after treatment (left panel) and survival functions (right panel) for recurrence times of eight

patients treated with colorectal cancer.

Table 4. MLEs, cured proportions and asymptotic 90% confidence intervals for eight hypothetical patients with colorectal cancer, for

follow-up and after four years of the follow-up period.

p0 �ð4Þ

Patient Treatment

Local

Spread time-surgery Nodes> 4 MLE IC (95%) MLE IC (95%)

A Levamisoleþ 5-FU Submucosa Long No 0.792 (0.636, 0.949) 0.968 (0.943, 0.993)

B Levamisoleþ 5-FU Muscle Long No 0.751 (0.674,0.829) 0.962 (0.946,0.978)

C Levamisoleþ 5-FU Serosa Long No 0.589 (0.524, 0.654) 0.937 (0.916,0.958)

D Levamisoleþ 5-FU Contiguous Long No 0.405 (0.268,0.542) 0.903 (0.863, 0.943)

E Levamisole Submucosa Long No 0.676 (0.467, 0.885) 0.951 (0.915 0.986)

F Levamisole Muscle Long No 0.623 (0.528, 0.718) 0.942 (0.920, 0.965)

G Levamisole Serosa Long No 0.434 (0.367, 0.500) 0.909 (0.880, 0.938)

H Levamisole Contiguous Long No 0.253 (0.132, 0.374) 0.864 (0.811 0.918)
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registration long and treatment Levamisole, we obtain different proportions, namely 0.792 for patient A and 0.676
for patient E. The probabilities of these patients being disease-free after four years are 0.968 and 0.942,
respectively. The plots reveal that patients who are treated with Levamisoleþ 5-FU have mean time to
recurrence disease larger than for those patients treated only with Levamisole, thus indicating the effectiveness
of the Levamisoleþ 5-FU treatment.

7 Final comments

In this paper, we propose a new survival model with cure rate and examine some of its properties. The model is
useful for modeling lifetime data with a cure rate fraction. Our model is an extension of the promotion time cure
rate model introduced by Yakovlev and Tsodikov,4 where we add a parameter to control the unobserved
heterogeneity (or dependence) of the latent risks (or causes), which are responsible by activating the occurrence
of the phenomenon of interest. We discuss its applicability in a colorectal cancer data, in which our model delivers
the best fit. Moreover, from our modeling we observe that the therapy with Levamisoleþ 5-FU increases the
lifetime of patients and cured fraction. The estimation of the model parameters has been carried out by using the
maximum likelihood approach, which can be implemented straightforwardly by standard available software.21

This fact makes the approach quite powerful and accessible to practitioners in the field.
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Appendix 1

The elements of the observed information matrix Jð#Þ for the parameters # ¼ ð�,u>,�>Þ> are given by
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�
XFðti; uÞ½ €�i��j�j0ffiffiffiffi

ui
p

þ �
Xn
i¼1

F2ðti; uÞ½ _�i��j ½
_�i��j0ffiffiffiffiffi

u3i
p
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where

½ _f ðti; uÞ�’q ¼
@f ðti; uÞ

@’q
, ½ _Fðti; uÞ�’q ¼

@Fðti; uÞ

@’q

½ _f ðti; uÞ�’q0 ¼
@f ðti; uÞ

@’q0
, ½ _Fðti; uÞ�’q0 ¼

@Fðti; uÞ

@’q0
,

½ €f ðti; uÞ�’q’q0 ¼
@f ðti; uÞ

@’q@’q0
, ½ €Fðti; uÞ�’q’q 0 ¼

@Fðti; uÞ

@’q@’q0
,

½ _�i��j ¼
@g�1ðx0i�Þ

@�j
, ½ _�i��j0 ¼

@g�1ðx0i�Þ

@�j0
,

½ €�i��j�j0 ¼
@g�1ðx0i�Þ

@�j@�j0
,

ui ¼ 1þ 2��iFðti; uÞ, q, q0 ¼ 1, . . . , k, j, j0 ¼ 0, 1, . . . , p
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