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Abstract—Dimensionality reduction methods, also known as projections, are frequently used in multidimensional data exploration in
machine learning, data science, and information visualization. Tens of such techniques have been proposed, aiming to address a wide
set of requirements, such as ability to show the high-dimensional data structure, distance or neighborhood preservation, computational
scalability, stability to data noise and/or outliers, and practical ease of use. However, it is far from clear for practitioners how to choose

the best technique for a given use context. We present a survey of a wide body of projection techniques that helps answering this
question. For this, we characterize the input data space, projection techniques, and the quality of projections, by several quantitative
metrics. We sample these three spaces according to these metrics, aiming at good coverage with bounded effort. We describe our
measurements and outline observed dependencies of the measured variables. Based on these results, we draw several conclusions
that help comparing projection techniques, explain their results for different types of data, and ultimately help practitioners when
choosing a projection for a given context. Our methodology, datasets, projection implementations, metrics, visualizations, and results
are publicly open, so interested stakeholders can examine and/or extend this benchmark.

Index Terms—Dimensionality reduction, quality metrics, benchmarking, quantitative analysis, design space

1 INTRODUCTION

Exploring high-dimensional data is central to many ap-
plication domains such as statistics, data science, machine
learning, and information visualization. The main difficulty
encountered in this task is the large size of such datasets,
both in the number of observations (also called samples)
and measurements recorded per observation (also called
dimensions, features, variables, or attributes). As such, high-
dimensional visualization has become an important sub-
field of Information Visualization (InfoVis) [1], [2], [3], [4].

Several techniques exist for high-dimensional data visu-
alization, including glyphs [5], parallel coordinate plots [6],
table lenses [7], [8], scatterplot matrices [9], dimensionality
reduction methods [10], and multiple views linking the
above visualization types [11]. In this family, dimensionality
reduction (DR) methods, also called projections, have a par-
ticular place: compared to other techniques, they scale much
better in terms of both the number of samples and the num-
ber of dimensions they can show on a given screen space
area. As such, projections have become the tool of choice
for exploring data which has a high number of dimensions
(tens up to hundreds) and/or in applications where the
individual identity of dimensions is less important, as in
e.g. machine learning applications. In the last decade, many
projection techniques have been proposed [10], [12], [13], of
which t-SNE [14] is arguably one of the best known and
most adopted by applications.

This explosion of the number and variety of projection
techniques and their widespread use in many applications
makes it hard for end users to understand how to choose a
good technique for a given use context. Several functional
and non-functional requirements must be considered, such
as the ability of the projection to preserve certain patterns
(e.g., neighbors, distances, or clusters); doing this for a
given number of dimensions (which can be low or very
high); computational scalability in both observation and

dimension counts; robustness to small changes in both data
and algorithm parameters, i.e., yielding similar results for
small changes of these inputs; ease of use in terms of
number and complexity of settings asked from the end user;
and available implementations. Current literature addresses
such questions by comparative studies (e.g., in papers that
propose new projection techniques), best-practice studies,
or survey papers. Yet, such approaches have limitations:
Technique papers typically cover only a few techniques; sur-
vey papers consider tens of techniques, but typically focus
on high-level and/or more theoretical aspects, and less on
benchmarking many projection techniques on combinations
of datasets, technique parameter settings, and evaluating
quality metrics. Best-practice studies fall somewhere in the
middle.

This survey aims to address the above-mentioned limi-
tations, as follows (see also Fig. 1). First, we overview re-
lated surveys in evaluation and comparison of DR methods
(Sec. 3). Based on these, we propose taxonomies covering the
types of multidimensional datasets, projection techniques,
and quality metrics used to assess these. This way, we
explicitly show which parts of the data, projection, and
quality spaces we next cover, and how. We model these
taxonomies based on a number of so-called traits of datasets,
techniques, and metrics respectively (we use the term traits
to avoid confusion with dimensions). Next, we sample these
spaces by 18 datasets, 44 techniques, and 7 quality metrics
respectively, to create a projection assessment benchmark.
The respective taxonomies, their traits, and how these are
sampled to yield our benchmark are discussed in Secs. 4,
5, and 6 respectively. We run this benchmark, using an
optimization strategy to find the best projection-technique
parameter values for the considered quality metrics (Sec. 7).
Finally, we present and discuss the obtained measurements
(Sec. 8). We outline several observations on the correlations
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between dataset types, projection techniques, and quality
aspects. Next, we select a few special cases (points of interest
in our data, projections, and quality space) and examine
these in more detail (Sec. 8.4). Section 9 discusses the main
findings and limitations of our survey. We conclude by
outlining directions of future work (Sec. 10).
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Figure 1. Workflow of survey outlining its main stages: Construction
of benchmark of datasets (a), projection techniques (b), and quality
metrics (c) based on taxonomies of these spaces; measurement of
metric values using parameter optimization (d); and analysis of results
(e). See Sec. 1.

2 PRELIMINARIES

To discuss our (and related) work, we introduce a few
notations. Let x = (2!,...,2"), 2 € R,1 < i < nbe a
n-dimensional (nD) real-valued observation or sample, and
let D = {x;}, 1 <i < N be anD dataset of N samples. Let
x) = (x1,...,2%),1 < j < nbe the j' feature vector of D.
Thus, D can be seen as a table with IV rows (samples) and
n columns (features or dimensions). A projection technique,

or algorithm, is then a function
P:R"™ — RY, 1)

where ¢ < n, and typically ¢ = 2. P can also have p so-
called free parameters, or hyperparameters, ;, 1 < i < p,
which can be tuned by the end user to obtain different trade-
offs of P. The projection P(x) of a sample x € D is a 2D

point. Projecting an entire dataset D yields a 2D scatterplot,
denoted as P(D). We denote by cursive letters the power
set (set of all sets) of a given type, e.g., D is the set of all
nD datasets D, and P is the set of all projection techniques
P. Table 1 lists the projection techniques considered in this
survey as well as the abbreviations we use for them.

To capture the quality of a projection technique P, let

M :{(DeD,P(D)}—R" )

be a metric that assigns to the pair formed by dataset D
and its projection P(D) a scalar (k = 1) or vector (k > 1)
value. Let M be the set of all such metrics. Different metrics
M capture different desirable aspects of a projection P.
The key one, that all techniques consider, is preserving
similarity of points when projecting from nD to ¢D. This is
usually defined as Euclidean, geodesic, Procrustes, or cosine
distance, or the probabilities of a point to have the same
neighbors in R and R? [14], [15]. Besides similarity, other
quality aspects include computational scalability, ease of use
(vs parameter setting), and robustness vs small input-data
changes or hyperparameter changes. We discuss quality
metrics in detail in Sec. 6.

Formally, to compare several projection techniques, we
need to understand the distribution of all values of M
over all values of D and P, i.e.,, how all quality metrics
M vary over all combinations of datasets and projection
techniques. Fully computing this distribution is practically
impossible, since the spaces P and M have a very high
cardinality, while D is infinite. All projection evaluation
papers handle this by sampling D, and P, and M to select
a small subset of datasets D C D, techniques P C P,and
metrics M C M to evaluate over. We call such a subset
B = D x P x M a benchmark. An evaluation of a benchmark
is thus the multidimensional set of values

E = {M(D, P(D))|(D,P,M) € B}. ®3)

We next discuss how existing surveys design evaluations
E, i.e.,, which decisions they take to sample the continuous
spaces D, P, and M to evaluate B. We next propose ways
to extend this state of the art in Secs. 4-6.

3 RELATED WORK

In this section, we discuss related work on comparisons
and evaluations of DR techniques. We do not detail here
all projection techniques and quality metrics (and related
papers) — this is done in context in Secs. 5 and 6, re-
spectively. Several surveys that compare DR techniques for
visualization (and sometimes beyond) have been published.
We discuss these in chronological order. Since DR is at the
crossroads of infovis and ML, we group surveys accordingly
(Tab. 1).

3.1 Surveys from Machine Learning

Projection techniques are known and used since decades in
ML [16], [17]. Fodor [18] presents the earliest survey on
projection techniques that we are aware of, which includes
what are now considered modern methods, i.e., nonlinear
methods, vector quantization, and neural networks. This
survey discusses 12 projection methods, including linear
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(PCA, ICA, FA) and some nonlinear (SOM, VQ, and NN)
methods. While the survey (briefly) outlines the techniques
underlying these methods, no actual side-by-side evaluation
or quality metrics are discussed.

Yin [19] proposes a survey for nonlinear DR, focusing
on visualization, covering seven projection methods. It also
discusses variants of the stress metric for measuring pro-
jection quality. Yet, only two simple datasets are evaluated,
using only four of the seven DR methods.

Maaten et al. [13] present, to our knowledge, the first
systematic theoretical and practical comparison of PCA (lin-
ear) and other 13 (nonlinear) DR techniques. The theoretical
side discusses the number of parameters, computational and
memory complexities, and out-of-sample ability (whether a
projection can handle new samples based on existing pro-
jected ones). Practical comparison includes measuring three
scalar metrics (trustworthiness, continuity, and preservation
of closest neighbors [20]) on 5 artificial and 5 real-world
datasets. Optimal parameters were found using grid search.
However, how the three quality metrics listed above were
merged into a single quality (cost) function to optimize by
grid search is not detailed. Also, the survey does not cover
many well-known projection techniques (Tab. 1).

Bunte et al. [15] propose a theoretical framework to unify
nine existing projection techniques. These are compared in
terms of how similarity between points in nD and 2D is
defined; which error metric the projection P minimizes;
and which additional constraints the methods have. The
techniques are evaluated on three datasets ranging between
a few thousand and 20K points having between 16 and 36
dimensions. However, many existing projection techniques
are not covered by this survey.

Sorzano et al. [12] present one of the most complete
surveys from the viewpoint of number of discussed DR
techniques — around 30, including variants of some main
techniques. Yet, this survey has mainly a theoretical focus.
Heuristics and cost functions underlying the DR techniques
are discussed, but practical evaluation involves only a single
image showing how LLE, HLLE, and ISO perform on a
small synthetic dataset of 1K points in 3 dimensions. Mea-
surements of quality metrics are not given.

Gisbrecht et al. [21] evaluate the suitability for data
visualization of 10 DR techniques on 3 synthetic datasets
of 1K three-dimensional points each. Projection quality is
defined as a single scalar value using the rank-based criteria
in [22]. Compared to earlier surveys, this one includes as-
sessing computational scalability; and focuses on “popular”
projection techniques, as these are more likely to be used in
practice, so understanding how they perform is of increased
added value. Yet, the evaluation confidence is limited by the
very small number of tested datasets.

Cunningham et al. [23] present an excellent survey of
linear DR techniques. This work is very similar in goals and
structure to Sorzano et al. [12], i.e., it aims to compare 15 DR
techniques and a few sub-variants thereof from theoretical
and mathematical viewpoints. No practical evaluations of
quality metrics of existing techniques on datasets are given.
Also, nonlinear projections are not considered.

Finally, Xie et al. [24] survey DR techniques based on
the Random Projection (RP) method [25]. Such methods are
arguably better at keeping data structure and/or reducing

computational effort when dealing with a high dimension
count. About 25 RP variants and a few sub-variants are
discussed from a general perspective. This survey aims to
provide a “reading map” for the RP literature. Yet, no side-
by-side evaluation of existing methods on a benchmark,
using specific quality metrics, is given.

3.2 Surveys from InfoVis

The infovis literature is rich in papers that evaluate projec-
tions. We next focus on key papers that share the aim of
our work (comparing projections from a quantitative per-
spective). Additional papers related to assessing projection
quality are discussed later in context.

Buja et al. [11] present one of the earliest surveys on
projection usage to visualize multidimensional data. They
propose a task-based taxonomy of interaction techniques for
analyzing high-dimensional data. Projections, implemented
in the XGobi tool [26], are just one of the considered tech-
niques, in a linked-view set-up, to validate the proposed
interaction taxonomy. In a related work, Hoffman ef al. [1]
compare 15 visualization techniques on two small datasets
(hundreds of observations, 4 to 6 dimensions). Among these,
three are projection techniques (Sammon’s mapping (SAM),
MDS, and Kohonen’s self-organizing maps (SOM)). This
survey does not contain any quantitative comparison of the
discussed techniques.

Engel et al. [27] propose “an introduction to dimension
reduction from a visualization point of view”. They pro-
pose a taxonomy that compares nine DR methods from the
viewpoint of their online behavior (out-of-sample ability)
and computational complexity. Yet, no actual evaluation of
quality metrics on datasets is given. The survey strongly
makes the point that optimal parameter setting is an impor-
tant but not well explored aspect that influences the quality,
and finally usability, of projection techniques. We address
this aspect in our work (Sec. 7).

Kehrer et al. [3] present a survey of methods for vi-
sualization of so-called “multi-faceted” scientific data. The
survey overviews the context in which projection techniques
are used in the (much) broader scope of visual analysis
of multidimensional, multi-source, and multi-type datasets.
Given this broad scope, details concerning the evaluation
of projection techniques are not given. Liu ef al. [2] present
a related survey focused more specifically on visualizing
high-dimensional data. They propose a 14-element taxon-
omy of techniques for high-dimensional visualization, of
which dimensionality reduction is one. They also briefly
introduce several projection quality metrics, such as global
stress, local stress [28], ranking discrepancy [22], [29], and
the projection precision score [30]. While seven concrete
projection techniques are named, evaluating these and/or
the aforementioned metrics is not covered.

Close to our goals, Nonato and Aupetit [10] survey
the use of projections in visual analytics (VA) tasks. Their
work, which is arguably together with [13] one of the most
extensive and detailed surveys in DR literature, propose
a taxonomy where 28 projection techniques are classified
along their input data types, linearity, flexibility for su-
pervision (label data), handling multilevel structures, lo-
cality, steerability, stability, and ability to handle out-of-
code (large) data. They also discuss 14 projection quality
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metrics. Yet, actual measurements of how techniques perform,
with respect to metrics, on a representative benchmark of
datasets, is not in the scope of this survey. Our work aims
to fill in this gap. On the other side, [10] covers several
other directions, most notably the relation between DR tech-
niques, caused distortions, VA tasks affected by distortions,
and visual enrichments that can alleviate such problems. All
these aspects are not in the scope of our work.

3.3 Summary of Current Surveys

Given related work in ML and infovis, we can state that
current surveys do not cover several aspects of our goal
(Sec. 1). Table 2 overviews the number of evaluated DR
techniques, number of datasets used for evaluation, and
number of evaluated metrics. We see that some surveys
include many techniques, but discuss these from a tech-
nical/mathematical viewpoint rather than a practical one
[23], or have a more educational, rather than evaluational,
purpose [12]. Visualization surveys cover much more than
projections and thus cannot include in-depth evaluations
[2], [27]. Van der Maaten et al. [13] is the closest survey
to our aims. Following Fig. 1, we next extend this survey’s
workflow, by considering more DR techniques (44 in total),
more datasets (18 in total), an explicit choice of datasets to
cover better the variability present in high-dimensional data
spaces D, more quality metrics (5 scalar metrics and 2 visual
ones), and a study of how quality depends on the projection
algorithms’ parameters.

4 DATASETS

Our first step (Fig. 1a) is to sample the space D of existing
multidimensional datasets to get a representative collection
D on which we evaluate projection techniques. For this,
we propose a set of traits to characterize datasets (Sec. 4.1).
Binning these traits enables us to construct D (Sec. 4.2).

4.1 Dataset Traits

The dataset traits we propose to describe D aim to capture
aspects outlined as important for the behavior of projection
algorithms in earlier surveys [12], [13], [23]. We also
choose traits that are easy to understand and measure
by non-specialist end-users (the audience of our work),
so they can easily use them when evaluating existing
techniques vs their own datasets. We propose the following
five traits, along with sampling strategies that create classes
of elements in D along each trait:

Type 7p: This trait has three categorical values, tabular,
image, and text, in line with the most frequent dataset types
for which projections are used [10]. We define three classes:
tables, images, and text, one per value of 7p.

Size N: Number of samples in a dataset. We define three
classes: small (N < 1000); medium (1000 < N < 3000);
and large (N > 3000). These values are in line with typical
dataset sizes used in projection evaluation papers.

Dimensionality n: Number of dimensions of a dataset. We
define three classes: low (n < 100); medium (100 < n < 500);
high (n > 500). Typically, the lower the dimensionality n

is, the easier is the job of a projection technique. While it
can be argued that this difficulty is chiefly a function of the
intrinsic dimensionality (discussed next), typical end users
first get exposed to, and can easily evaluate, n; in contrast,
evaluating the intrinsic dimensionality is more involved, as
one can define it in different ways, and also this metric can
take different values in different neighborhoods of the data.
Hence, we include n as a separate trait.

Intrinsic dimensionality ratio p,: The percentage of
principal components (of the total n), computed by PCA,
needed to explain 95% of the data variance. Higher p,
values (in [0,1]) typically tell that a projection P has
difficulties in mapping the data to RY. We define three
classes: low (p, < 0.1); medium (0.1 < p, < 0.5); high
0.5 < pp <1).

Sparsity ratio v,: We define v, = 1 — %, v, € [0,1],
where u is the number of non-zero data values, and n/N
is the total number of data values in a dataset (including
zero). Datasets have widely different ,, values: Text word
vectors are very sparse; tabular data with a few variables
are very dense. Typically, the sparser the data, the closer
are the datapoints in high-dimensional space [31], [32],
so a projection P has difficulties in separating clusters
in RY. We define three classes: dense (v, < 0.2); medium
(0.2 < 7, <0.8); and sparse (0.8 < 7, < 1).

Other traits are envisageable, such as considering data
with (or without) missing values. We do not consider this
specific trait, as it is hard to decide how to sample the ‘lack
of values’ of D in a good, exhaustive, manner. Similarly,
other trait classes are possible, e.g., transaction data, time-
series data, or network data for the ‘type’ trait. We subsume
these to the ‘table’ class, as using too many classes would
increase the (already large) evaluation effort by several
factors.

Defining the above traits and their classes (bin values)
is, of course, not a theoretically ideal way to reflect the
distribution of all datasets in the space D. Ideally, we
would know which are the independent generative axes
(traits) of this space, and how all datasets in the real world
distribute along these, and derive the trait-bins by following
characteristics of these distributions. However, since this
information is not known, nor, we argue, can be inferred
(even with significant effort), we take a different path: We
choose traits based on data characteristics which are known,
from previous surveys and DR papers, to be relevant for
the behavior of DR methods; and choose trait classes (bins)
based on the characteristics of datasets that end users will
arguably meet when applying DR in practice.

Sampling D from D along these five traits allows us
to evaluate projection techniques P on different types of
datasets, aiming to answer questions such as:

o How does P work for datasets of different fypes? Is
the type of a dataset important when choosing P?

o How does P scale with the number of samples and /or
dimensions of a dataset?

e« How does P handle data with low/medium/high
intrinsic dimensionality?

o How does P behave for sparse vs non-sparse data?

1077-2626 (c) 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TVCG.2019.2944182, IEEE
Transactions on Visualization and Computer Graphics

IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, VOL. X, NO. Y, MONTH 2019 5

Table 1
Projection techniques discussed in surveys on dimensionality reduction from machine learning and Infovis.
The last column corresponds to this paper, and the last row shows total number of techniques discussed in each survey. See Sec. 2.

Projection | Projection Full Name Fodor | Hoffman Yin Maaten Bunte Engel Sorzano | Cunningham | Gisbrecht Liu Xie Nonato Ours
Acronym etal [18] | etal. [1] | etal [19] | etal. [13] | etal. [15] | etal. [27] | et al. [12] et al. [23] etal [21] | etal [2] | etal. [24] | etal. [10]

AE Autoencoder . .
CCA CCA (Canonical Correlations Analysis) °
CHL Chalmers .

CLM ClassiMap .
CuCA CCA (Curvilinear Component Analysis) .

DM Diffusion Maps . 0
DML Distance Metric Learning .

EM Elastic Maps .

FA Factor Analysis . . D 0
FD Force-Directed .

FMAP FastMap . .

FS Feature Selection .

GDA Generalized Discriminant Analysis .
GPLVM | Gaussian Process Latent Variable Model .
GTM Generative Topographic Mapping . .
ICA Independent Component Analysis . . 0
F-ICA FastICA 0
NL-ICA | Nonlinear ICA o
IDMAP IDMAP .
1SO Isomap . . . . . . . .
L-ISO Landmark Tsomap 0
KECA Kernel Entropy Component Analysis .
KLP Kelp .
LAMP LAMP . .
LDA Linear Discriminant Analysis . D . .

LE Laplacian Eigenmaps . . . . . .
LLC Locally Linear Coordination . .
LLE Locally Linear Embedding 0 D 0 . 0 . . D 0

H-LLE | Hessian LLE . .
M-LLE Modified LLE .
LMNN Large-Margin Nearest Neighbor Metric 0
LoCH Local Convex Hull D
LPP Locality Preserving Projection . .
LR Linear Regression .
LSP Least Square Projection D .
LTSA Local Tangent Space Alignment 0 . .
L-LTSA | Linear Local Tangent Space Alignment .
MAF Maximum Autocorrelation Factors .
MC Manifold Charting 0 . .
MCA Multiple Correspondence Analysis .
MCML Maximally Collapsing Metric Learning .
MDS Metric Multidimensional Scaling . . . . . . 0 0 D . .
L-MDS Landmark MDS .
MG-MDS | Multi-Grid MDS 0
N-MDS Nonmetric MDS (Kruskal) o o ° °
ML Manifold Learning .
MVU Maximum Variance Unfolding 0 . 0 0
FMVU Fast MVU
L-MVU | Landmark MVU .
NeRV Neighborhood Retrieval Visualizer .
t-NeRV t-NeRV .
NMF Nonnegative Matrix Factorization . . .
NLM Nonlinear Mapping 0

NN Neural Networks 0
PBC Projection By Clustering .
PC Principal Curves . 0
PCA Principal Component Analysis . . . . . 0 . D . . .

I-PCA Incremental PCA . .
K-PCA-P_[ Kernel PCA (Polynomial) .
K-PCA-R | Kernel PCA (RBF) o o o o ° °
K-PCA-S | Kernel PCA (Sigmoid) °

L-PCA | Localized PCA .

NL-PCA [ Nonlinear PCA . . .

P-PCA Probabilistic PCA . .

R-PCA | Robust PCA o

S-PCA Sparse PCA . .

PLMP Part-Linear Multidimensional Projection D

PLP Piecewise Laplacian-based Projection . .

PLSP Piecewise Least Square Projection 0

PM Principal Manifolds .

PP Projection Pursuit .

RBF-MP [ RBF Multidimensional Projection .

RP Random Projections 0 .

G-RP Gaussian Random Projection .
S-RP Sparse Random Projection 0
SAM Sammon Mapping .

RGAM | Rapid Sammon (Pekalska) . .

SDR Sufficient Dimensionality Reduction .
SFA Slow Feature Analysis .
SMA Smacof 0
SNE Stochastic Neighborhood Embedding o .

T-SNE t-Dist. Stochastic Neighborhood Embedding . . . 0

SOM | Sel-Organizing Maps . . . .

ViSOM ViSOM (Visualization-induced SOM) °

SPE Stochastic Proximity Embedding .

G-SVD Generalized SVD .

T-SVD Truncated SVD 0

TF Tensor Factorization .

UMAP__ [ Uniform Manifold Approximation and Proj. .

VQ Vector Quantization ° °

[ Toal | [ 12 | 6 ] 7 [ W ] 9 [ 9 T 19 ] 17 [ 8 ] 6 ] 4 | 28 ] 4 ]
Table 2

Summary of surveys on dimensionality reduction from both machine learning (ML) and InfoVis (IV), with the respective number of DR techniques
(discussed), datasets (used in evaluation), and metrics (computed on the datasets). The last column corresponds to this paper. See Sec. 3.3.

Fodor [Hoffman Yin Maaten | Bunte Engel [ Sorzano [ Cunningham | Gisbrecht | Liu Xie Nonato [[ Ours
etal [18] | etal [1] |etal [19] | et al [13] |et al. [15] | et al. [27] | et al. [12] et al. 23] etal [21] |etal. [2] | et al. [24] | et al. [10]
Number of techniques 12 6 7 14 9 9 19 14 8 6 4 28 44
Number of datasets - 2 2 10 3 - 3 - 3 - 3 - 18
Number of metrics - - - 3 3 - - - 1 - 1 - 7
Field of survey ML v ML ML ML v ML ML ML, IV v ML v v
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4.2 Chosing Datasets

Sampling D from D along the trait bins introduced in
Sec. 4.1 is challenging. Taking one sample per combination
of intervals would yield 3% = 243 different datasets, which
would make the evaluation impractical, given that we next
want to evaluate several tens of techniques per sample.
Also, finding real world datasets for all these trait values is
hard. Separately, we need datasets having labeled data, given
that some quality metrics depend on this (Sec. 6). Hence, we
chose to manually collect a smaller set of 18 datasets which
cover well (though not fully) the aforementioned space of
trait values. The datasets are introduced below. Table 3 lists
their trait values.

Bank Marketing (bank) [33]: Direct marketing campaign
data of a Portuguese bank used to predict whether a client
will subscribe to a banking product or not;

CIFART10 (cifar10) [34]: Standard Computer Vision research
dataset consisting of images of animals and vehicles, used
for training image classfiers;

CNAE-9 (cnae9) [35]: Free text descriptions of Brazilian
companies in the National Classification of Economic
Activities, split in 9 classes based on economic activity;
COIL20 (c0il20) [36]: Columbia University Image Library,
consisting of images of 20 types of common objects;
Epileptic Seizure Recognition (epileptic) [37]: Data from
brain activity used to detect epileptic seizures;
Fashion-MNIST (fashion_mnist) [38]: Similar to MNIST,
this dataset consists of images of 10 types of clothing;
Flickr Material Database (fmd) [39]: Images of common
materials used for training material recognition systems;
HAR (har) [40]: Data from 30 subjects performing activities
of daily living, used for human activity recognition;

Hate Speech (hatespeech) [41]: Tweets labeled according
to the type of offensive language they contain, used for
training hate speech detectors;

HIVA (hiva) [42] : Dataset used to predict which chemical
compounds are active against HIV infection;

IMDB (imdb) [43]: Movie ratings data used for sentiment
analysis;

ORL (orl) [44]: Face images from 40 different subjects;
SECOM (secom) [45]: Data from a semiconductor
manufacturing process, used for training failure detectors;
Seismic Bumps (seismic) [46]: Data used to forecast
seismic bumps in a coal mine;

Sentiment Labeled Sentences (sentiment)
dataset created for sentiment analysis;

SMS Spam Collection (sms) [48]: Data from SMS labeled
messages collected for mobile phone spam research, used
for training SMS spam detectors;

Spambase (spambase) [49]: Data used to train email spam
classifiers;

Street View House Numbers (svhn) [50]: Computer Vision
dataset of images of digits 0 to 9 from Google Street View.

[47]: Text

5 PROJECTION TECHNIQUES

Just as we sampled the space of multidimensional datasets
D (Sec. 4), we must now sample the space of projection

techniques P (Fig. 1b). For this, we could use one of the pro-
jection taxonomies in the literature. Yet, this poses problems:
There is so far no agreed “universal’ taxonomy. Different tax-
onomies serve different goals. For instance, Van der Maaten
et al. [13] organize techniques on the type of optimization
method they use; Cunningham et al. [23] follow a similar ap-
proach, but cover only linear techniques; Sorzano et al. [12]
classify methods on implementation aspects (statistics-based,
dictionary-based, and projection-based); Engel et al. [27]
also classify methods on implementation aspects (projection-
based, graph-based, and manifold learning). Finally, Nonato
et al. [10] classify methods along eight traits (Sec. 3.2).
We follow a similar approach, but use different traits, as
explained next.

5.1 Projection Traits

We base our sampling P of the space of projection
techniques P on eight traits that reflect what non-specialist
users consider when choosing a technique, as follows.

Linearity: A projection is linear or nonlinear. Both types
are well-covered in the literature and equally important
in practice. Linear projections are easy to understand and
use, but cannot capture well sample distributions spread on
complex manifolds in nD. Nonlinear projections are better
for such datasets, but are harder to control parameter-wise;

Input type: A projection P reads either a distance matrix
A = (d(xi,%x5)), 1 < i < N,1 < j < N, where d is
a dissimilarity function over D, or the set D = {x;} of
high-dimensional samples themselves. When samples are
available, one can always derive a distance matrix from
them, but not conversely;

Neighborhood: A projection P claims to preserve local or
global neighborhoods. Local-neighborhood methods try to
preserve distances between a point and its (close) neighbors
in D, which may yield better cluster separation, but lose
the meaning of distances between clusters in the projected
space [14]. Global methods try to preserve all-point-pair
distances, which may result in more faithful projections of
the high-dimensional space, but show cluster separation
less well [16];

Ease of use: Number of free parameters (hyperparameters)
that P exposes to the end user. More parameters give more
flexibility, but finding optimal settings is harder;

Computational complexity: Algorithmic complexity of P,
in big-O notation, as a function of N and n. Low-complexity
methods are best for interactive visual exploration, but may
have trouble in creating accurate results;

Out-of-sample: Ability to project new data based on earlier
training. Useful when one wants to study dynamic datasets
which add new samples over time [10], [51], [52];

Inverse transform: Ability to map low-dimensional R? data
to the original R™ space. Useful for explaining patterns in
the projection [10], [53], [54], [55];

Determinism: Ability to reproduce its results regardless
of random seed initialization. Useful when reproducible
results are expected.
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~ Table3
Selected datasets D and their trait values. See Sec. 4.2.

Dataset Type [ Size | Size [Dimensionality [ Dimensionality [ Intrinsic | Intrinsic [ Sparsity [ Sparsity

(tp) | (V) | class (n) class dim. (p,,) | dim. class | (v») class
bank tables | 2059 | medium 63 Tow 0.0317 Tow 0.6963 | medium
cifar10 images | 3250 | large 1024 high 0.0706 low 0.0024 dense
cnae9 text | 1080 | medium 856 high 0.3201 medium | 0.9922 | sparse
coil20 images | 1440 | medium 400 medium 0.0105 low 0.3858 | medium
epileptic tables | 5750 | large 178 medium 0.2191 medium | 0.0067 | dense
fashion_mnist | images | 3000 | medium 784 high 0.2385 medium | 0.5021 | medium
fmd images | 997 | small 1536 high 0.3073 medium | 0.0095 dense
har tables | 735 | small 561 high 0.1194 medium | 0.0001 dense
hatespeech text | 3222 large 100 medium 0.6130 high 0.9993 | sparse
hiva tables | 3076 | large 1617 high 0.2498 medium | 0.9091 | sparse
imdb text | 3250 | large 700 high 0.5790 high 0.9945 | sparse
orl images | 400 | small 396 medium 0.0006 low 0.9000 | sparse
secom tables | 1567 | medium 590 high 0.0102 low 0.2617 | medium
seismic tables | 646 | small 24 low 0.0417 low 0.5883 | medium
sentiment text | 2748 | medium 200 medium 0.8080 high 0.9936 | sparse
sms text | 836 | small 500 medium 0.7240 high 0.9947 | sparse
spambase text | 4601 | large 57 low 0.0351 low 0.7741 | medium
svhn images | 733 | small 1024 high 0.8734 high 0.0001 dense

5.2 Selected Projections

Following the above, we select a set P of 44 DR techniques
which cover a wide set of the end-user-relevant trait values
(Sec. 5.1). As when selecting datasets to create D (Sec. 4.2),
our sample P cannot cover all possible DR techniques. To
make P as relevant as possible, we selected DR techniques
that are well known, often met in literature or practice, have
a readily available implementation, and can be applied to
generic multidimensional datasets (as opposed to handling
very specific kinds of data). This way, we maximize the
likelihood that P includes most techniques of interest that a
typical user will consider and want to ask questions about.

We next describe the selected techniques. Citations
indicate the specific variant of a technique we used. Table 4
summarizes their trait values, including the publicly
available implementations we used in our evaluation.
Except the number of free parameters of each algorithm,
and the implementation we used, which are self-explaining,
all other traits are described in [10]. We do not detail the
theoretical or algorithmic aspects of these techniques, as
these are covered in earlier surveys or original papers cited
below, and since we aim to evaluate these techniques from
an end user perspective rather than from a designer’s or
mathematician’s one. We group these techniques along two
attributes, linearity and type of neighborhood, each having
two values, yielding four groups. This simple taxonomy
helps non-specialist users to first select an appropriate
group of techniques for their problem, after which they can
refine selection based e.g. on quality metrics (Sec. 6).

Linear and Global: Techniques that use only linear
transformations and consider all samples at a time. This
group includes PCA [16] and its variations, Incremental
PCA (I-PCA) [56], Probabilistic PCA (P-PCA) [57], and
Sparse PCA (S-PCA) [58], all of which use orthogonal
transformations to derive a set of uncorrelated variables.
Factor Analysis (FA) [16] and Fast ICA (F-ICA) [59] are
related to PCA, but aim at uncovering latent variables not
captured by existing data dimensions. Nonnegative Matrix
Factorization (NMF) [60] and Truncated SVD (T-SVD) [61]
use matrix factorization to find representations in lower
dimensions. Locality Preserving Projection (LPP) [62] is an
algorithm based on linear projective maps.

Nonlinear and Local: Techniques that use nonlinear
functions and seek to preserve the local neighborhood
for each sample. This group contains manifold learning
techniques such as Isomap (ISO) [63] and its faster
variant Landmark Isomap (L-ISO) [64], both of which
use geodesic distances to estimate neighborhoods; Locally
Linear Embedding (LLE) [65] and its variants Hessian LLE
(H-LLE) [66], Modified LLE (M-LLE) [67] and Local Tangent
Space Alignment (LTSA) [68], Laplacian Eigenmaps (LE)
[69], Diffusion Maps (DM) [70], Manifold Charting (MC)
[71], and Local Linear Coordination (LLC) [72]. Other
techniques in this group are Local Affine Multidimensional
Projections (LAMP) [73], which uses orthogonal mapping
theory to build accurate local transformations; Projection
by Clustering (PBC) [74], a fast method that represents
sample similarity by proximity; Interactive Document Maps
(IDMAP) [75], which maps data by a fast projection, then
refine the result using a force scheme; and Maximally
Collapsing Metric Learning (MCML) [76], that use
convex optimization to learn a quadratic Gaussian metric.
Last but not least, we have t-Stochastic Neighborhood
Embedding (T-SNE) [14], a method that aims to maximize
the probability that similar samples are placed close to
each other, and which is considered a gold-standard for
2D projection; and Uniform Manifold Approximation and
Projection (UMAP) [52], which aims to find a RY fuzzy
topological structure closest possible to the R™ topological
data structure. Compared to t-SNE, UMAP produces in
general more clustered results, and is significantly faster.

Nonlinear and Global: Techniques that use nonlinear
functions and consider all samples at a time. Techniques
in this group are Metric Multidimensional Scaling (MDS)
[17], Nonmetric Multidimensional Scaling (N-MDS) [77]
and Landmark MDS (L-MDS) [78]. Kernel PCA (K-PCA)
[79] and Gaussian Process Latent Variable Model (GPLVM)
[80] are nonlinear extensions of PCA that use kernel
methods and probabilistic models, respectively. Gaussian
(G-RP) and Sparse Random Projections (S-RP) [25] project
the original input space on randomly generated matrices.
Maximum Variance Unfolding (MVU) [81] and its variations
Fast MVU (F-MVU) [82] and Landmark MVU (L-MVU)
[83] aim to unfold the data manifold by maximizing
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Euclidean distances between points while preserving
pairwise distances in a neighborhood graph. Generalized
Discriminant Analysis (GDA) [84], also known as Kernel
LDA, is a nonlinear generalization of LDA, a supervised
linear DR technique [85]. Least Square Projection (LSP) [86]
and its faster version Piecewise Least Square Projection
(PLSP) [87] use least squares approximations. Other
methods in this class are Rapid Sammon (R-SAM) [88] and
Fastmap (FMAP) [89]. Autoencoders (AE) [90] use neural
networks to generate low-dimensional data representations
that can be used as projections. Stochastic Proximity
Embedding (SPE) [91] aim to preserve similarities between
a set of related points.

Linear and Local: Techniques that use only linear
transformations to reduce dimensionality on separate
small neighborhoods. This includes Large-Margin Nearest
Neighbor Metric Learning (LMNN) [92], which learns
a Mahalanobis distance metric by using semidefinite
programming; and Linear LTSA (L-LTSA) [93], a variation
of LTSA [68] that uses linear mappings.

Other techniques: Besides the above projection techniques,
and technique traits, several others exist. A particular one is
the use of labeled data when computing the projection [94],
[95]. Using such information helps better separating classes
present in the data, which, in turn, yields better values for
several of the projection quality techniques discussed next
in Sec. 6. We did not include these techniques in the survey
as they would be hard to compare against techniques that
do not use label information (which are in the majority).

6 QUALITY METRICS

The third and last component of our benchmark (Fig. 1c)
covers the projection quality metrics used to assess the se-
lected methods P on the selected datasets D. Using metrics
to gauge the quality of DR methods is an established field
for which separate surveys exist [10], [22], [29], [96]. Since
DR is essentially ill-posed, several such metrics must be
jointly used to assess the quality of a DR technique [21].
We next describe several of these metrics, along with the
reasons for choosing to include them in our benchmark (for
s summary, see Tab. 5). Also, for completeness, we point
to other metrics which we did not include, and outline the
reasons for that.

Following Eqn. 2, we classify metrics based on their
output dimensionality (k value).

6.1 Scalar metrics

The simplest and most used quality metrics yield a scalar
value (k = 1, Eqn. 2) for a projection P(D). We choose the
first four from the following scalar metrics, given that they
are well known, easily interpretable, and used in most DR
papers. Table 5 lists their definitions.

Trustworthiness M;: With values in [0, 1], with 1 being
the best, this measures the proportion of points in D that
are also close in P(D) [20]. A related metric measures
the false neighbors of a projected point [97]. M, tells how
much one can trust that local patterns in a projection,
e.g., clusters, represent actual patterns in the data. In the

definition (Tab. 5), UZ-(K) is the set of points that are among
the K nearest neighbors of point i in the 2D space but not
among the K nearest neighbors of point ¢ in R"; and (¢, §)
is the rank of the 2D point j in the ordered set of nearest
neighbors of 7 in 2D. We chose K = 7 for this study, in line
with [13], [98];

Continuity M,.: With values in [0,1], with 1 being the
best, this measures the proportion of points in P(D) that
are also close together in D [20]. It is closely related to
the missing neighbors of a projected point [97]. In the
definition (Tab. 5), Vi(K) is the set of points that are among
the K nearest neighbors of point 7 in R” but not among the
K nearest neighbors in 2D; and #(3, j) is the rank of the R™
point j in the ordered set of nearest neighbors of 7 in R".
As for M;, we chose K = 7.

Normalized stress M,: With values in [0, 1], with 0 being
the best, this measures the preservation of point-pairwise
distances from D to P(D) [73]. Different distance metrics
A™ for D, and A? for P(D) respectively can be used, the
most typical being the Euclidean one. Good projections
have low stress values. By weighting distances differently
depending on points having the same label or not, stress
can be adapted to account for labeled data [99]. However,
we do not use this variant as plain stress is far more often
used in the literature.

Neighborhood hit My j: With values in [0, 1], with 1 being
the best, this is the proportion of the K neighbors Ni(K) of
a point 7 in P(D) that have the same label [ as point ¢ itself,
averaged over all points in P(D) [86]. My measures how
well separable labeled data is in a projection P(D), which
helps gauging if the technique P is good to explore such
data for, e.g., classifier design purposes [100]. As before, we
set here K = 7. This metric is applicable, by definition, only
to labeled datasets, and is similar in purpose to existing tech-
niques [101]. Note also that using this metric makes most
practical sense only if the data is well separable into classes
in the original R™ space. The datasets used in our survey
come all from well-known benchmarks for ML, in particular
classifier design, so they should have this property.

We also considered other metrics for our benchmark, e.g.,
Kullback-Leibler divergence [102], Local Continuity meta-
criterion [103], Topographic Product [104], and Procrustes
Measure [105]. Interpreting such metrics is harder [10] and
thus provides arguably less (clear) feedback for our typical
target users, so we refrained from using them.

Visual separation metrics: A special class of scalar quality
metrics aims to capture perceived visual separation of clusters
in scatterplots [106], [107], [108]. Closer to our context, Tatu
et al. [109], [110] study four such metrics on 2D scatterplots
containing labeled samples. Sedlmair and Aupetit survey
14 additional metrics for the same goal [111]. Both above
papers conclude that Distance Consistency (DSC) [112]
(called Class Consistency Measure (CCM) in [110]), defined
as the percentage of points x whose nearest class-center-
of-mass belongs to the same class as x, best approximates
the way humans rank visual separation. More recently, ML
techniques were proposed to search a large space of 2002
synthesied metrics to capture even more accurately human

1077-2626 (c) 2019 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TVCG.2019.2944182, IEEE

Transactions on Visualization and Computer Graphics

IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, VOL. X, NO. Y, MONTH 2019 9

Table 4
Selected projection techniques for evaluation and their trait values (Sec. 5.1). In the Complexity column, n is the number of dimensions; NV is the
number of samples; i is the number of iterations (for neural network training), and w is the number of weights (for a neural network).

Projection [ linearity [ Input [ Neighborhood [ Free parameters [ Complexity | Out-of-sample [ Inverse transform | Deterministic [ Implementation
AE nonlinear | samples global network size O(:Nw) yes no no Keras
DM nonlinear | samples local 2 O(N3) no no yes Tapkee
FA linear | samples global 1 o(n®) yes no yes scikit-learn
FMAP nonlinear | distances global 0 O(N) no no yes Vispipeline
GDA nonlinear | distances global 1 O(n?) no no yes DR Toolbox
GPLVM | nonlinear | distances global 1 O(n?) no no no DR Toolbox
F-ICA linear | samples global 2 O(n®) yes yes yes scikit-learn
IDMAP nonlinear | samples local 3 O(N?) no no yes Vispipeline
1SO nonlinear | samples local 1 O(N?) yes no yes scikit-learn
L-1SO nonlinear | samples local 1 O(N?) no no no Vispipeline
LAMP nonlinear | samples local 3 O(Nn) yes yes no Vispipeline
LE nonlinear | distances local 0 O(N?) no no no scikit-learn
LLC nonlinear | samples local 3 O(in®) no no yes DR Toolbox
LLE nonlinear | samples local 3 O(N?3) yes no no scikit-learn
H-LLE nonlinear | samples local 3 O(N?3) yes no no scikit-learn
M-LLE nonlinear | samples local 3 O(N3) yes no no scikit-learn
LMNN linear | samples local 3 O(n?) no no yes DR Toolbox
LPP linear | samples global 1 O(N?®) yes no yes Tapkee
LSP nonlinear | samples local 4 O(N3) no no yes Vispipeline
LTSA nonlinear | samples local 3 O(N?) yes no no scikit-learn
L-LTSA linear | samples local 1 O(N?3) no no no Tapkee
MC nonlinear | samples local 2 O(in®) no no yes DR Toolbox
MCML nonlinear | samples local 0 0(n?) no no no DR Toolbox
MDS nonlinear | distances global 2 O(N?) no no no scikit-learn
L-MDS nonlinear | distances global 1 O(N?3) no no no Tapkee
N-MDS nonlinear | samples global 2 O(iN?) no no no scikit-learn
L-MVU nonlinear | samples global 2 O(N3) no no no DR Toolbox
NMF linear | samples global 4 O(n?) yes yes no scikit-learn
PBC nonlinear | samples local 4 O(NVN) no no yes Vispipeline
PCA linear | samples global 0 o(n?) yes yes yes scikit-learn
I-PCA linear | samples global 0 O(n?) yes yes no scikit-learn
K-PCA-P | nonlinear | samples global 1 O(N3) yes yes no scikit-learn
K-PCA-R | nonlinear | samples global 1 O(N3) yes yes no scikit-learn
K-PCA-S | nonlinear | samples global 1 O(N?) yes yes no scikit-learn
P-PCA linear | samples global 1 O(N3) yes no yes DR Toolbox
S-PCA linear | samples global 3 O(N?3) yes no yes scikit-learn
PLSP nonlinear | samples global 0 O(N3) no no yes Vispipeline
G-RP nonlinear | samples global 0 O(Nn®) yes no no scikit-learn
S-RP nonlinear | samples global 0 O(Nn?) yes no no scikit-learn
R-SAM nonlinear | samples global 0 O(iN?) yes no no Vispipeline
T-SNE nonlinear | distances local 3 O(iN?) no no no Multicore TSNE
SPE nonlinear | samples global 2 O(N?) no no no Tapkee
T-SVD linear | samples global 1 O(N?) yes yes no scikit-learn
UMAP nonlinear | distances local 3 O(iN?) yes yes no umap-learn

perception [113]. While such measures can very effectively
model human perception of class separation, they cannot be
directly used in our context: Our aim is to model how well a
DR scatterplot captures aspects of the nD data, and not how
the plot is actually perceived by users for a given task. By
analogy, while the ground-truth in the comparison in [111],
[113] and related work is human perception, such ground
truth is the nD data in our case. In terms of [10], we are
interested in the DR errors at the so-called ‘model stage’,
not at the visualization stage. Hence, we cannot directly
use such metrics in our case. The only exception here is
the DSC metric, which relates the 2D scatterplot to the
underlying nD data structure. However, DSC’s formulation
assumes that clusters are well separated in nD (for details see
[110], [112]). Our benchmark, and the space D, contain more
general datasets which do not necessarily comply with this
constraint.

Other scalar metrics exist and, as with any work, we
had to make choices of which aspects we leave out of our
study. For instance, stability [10] is a relevant metric which
quantifies how much a projection changes upon changes of
either its parameters or changes in the input data. Ideally,
projections should be smooth functions of such changes,

so small data and/or parameter changes imply only small
changes in the visual result. However, formally defining
stability in both these senses is hard, and quantifying it
over the entire spectrum of data- and parameter-changes
is even harder. Hence, our choice to leave stability out of the
evaluation.

6.2 Point-pair metrics

While simple to compute and interpret, scalar metrics
average a projection’s quality over all its points. Comparing
DR techniques using only averages is either misleading
or not insightful enough. This was recognized by Joia et
al. [73] when comparing the distortions of (Euclidean)
distances caused by several projection techniques, and
further elaborated by Nonato et al. [10]. For example, two
projections may have similar average distortions, but one
may preserve small distances better than the other, which
makes it more suitable for, e.g., cluster analysis. To capture
such aspects, point-pair metrics measure properties of every
point pair in the data (and projection result), as follows.

Shepard diagram [73]: The Shepard diagram is a scatterplot
of the pairwise (Euclidean) distances between all points in
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Table 5
Projection quality metrics computed in this survey. Right column gives the metric ranges, with optimal values marked bold. See Sec. 6.
Metric Definition Type Range
Trustworthiness (M) 1-— m Zf\;l ZjeUfK) (r(i,5) — K) scalar [0,1]
Continuity (Mc) 1-— m Zfil ZjeV,i(K) (P(4,4) — K) scalar [0,1]
(AT (x5 %) — AL (P(x % )))2
Normalized stress (M) i (A7 0xi %) ,LA FP(‘ ;)’P( 5)) scalar [0,1]
Eij AT (x4 7x_7)
) . N lieNTu=)

Neighborhood hit (M g) Dl N scalar [0,1]

Shepard diagram (5) Scatterplot (||x; — x;||, ||[P(xi) — P(x;)[]),1 <i < N,i #j point-pair -

Shepard goodness (Mg) Spearman rank correlation of Shepard diagram scalar [0,1]

. 1 A" (x4,%;) __ AYNP(xi),P(x4)) S
Average local error (Ma(4)) | 71 >4 max, g A G ,xg) | maxgg AP, P(x))) local (per-point) | [0, 1]

P(D) vs the corresponding distances in D. The closer the
plot is to the main diagonal, the better overall distance
preservation is. Plot areas below, respectively above, the
diagonal indicate distance ranges for which false neighbors,
respectively missing neighbors, occur. We quantitatively
assess the quality of a Shepard diagram by computing its
Spearman rank correlation Mg. A value of Mg = 1 indicates
a perfect (positive) correlation of distances.

Other point-pair metrics include the co-ranking matrix
[22] of the pairwise (Euclidean) distances between all points
in P(D) vs corresponding distances in D. It is related to the
Shepard diagram as both their main diagonals can be in-
terpreted similarly. The co-ranking matrix allows analyzing
false and missing neighbors. Yet, summarizing this matrix
to a simple to interpret value, as we did for the Shepard
diagram using the Spearman rank, is harder. Hence, we did
not include this metric in our benchmark.

6.3 Local Metrics

Both scalar and point-pair metrics are sample-agnostic, i.e.,
they do not tell how projection errors correlate with specific
samples or sample groups. Knowing this is important to
assess which patterns in a projection P(D) one can trust
and which not. Several so-called spatial distribution, visual,
distortion, or local, metrics have been proposed for this.
These take different values for each point in P(D), i.e. have
k = N in Eqn. 2, as follows.

Projection precision score [30]: This is the normalized
distance between the two k-dimensional vectors having as
components Euclidean distances between a point y € P(D)
and its K nearest neighbors in D, respectively P(D),
visualized by color-coding P(D). Yet, this metric cannot
differentiate false from missing neighbors;

Stretching and compression [114], [115]: These measure the
increase (stretching), respectively decrease (compression)
of distances of a point y € P(D) vs all other points in
P(D) vs the corresponding distances in D. These metrics
are visualized using a Voronoi-based partitioning of the 2D
projection space which, as the authors note, may lead to bias
due to how Voronoi cells depend on small perturbations of
their underlying sites;

Average local error [97]: This metric assigns, for each point
i, the averaged sum M, (i) of differences between its nor-
malized distances in R"™ and R? to all other points j in the
dataset (Tab. 5). M, (i) ranges in [0, 1]. Small values indicate

good placement of point ¢ vs all other points. This metric
has been adapted to also show neighborhood preservation
[98]. It is typically displayed using heat maps.

Local metrics show subtle differences between DR tech-
niques. Yet, they need more presentation space in contrast to
scalar and point-pair metrics, and also need to be visually
(manually) assessed. Given space limits, we next consider
only the average local projection error M,, which we ana-
lyze for a subset of projections and datasets (Sec. 8.4.2).

7 MEASUREMENT METHOD

Following Eqn. 3, we need to evaluate our metrics M on all
projection techniques in P applied to all considered datasets
in D (Fig. 1d). In this process, we must also consider the
free parameters that different projection techniques expose
(Tab. 4). Obviously, the quality metric values will depend
on these parameter choices. We next discuss the parameter
search process used to handle this.

First, we need to define what is an optimal projection
with respect to our quality metrics. For this, we aggregate
the considered metrics to yield

4)

where Myg, My, M., M,, and Mg are the scalar neigh-
borhood hit, trustworthiness, continuity, stress, and Shepard
goodness metrics in Sec. 6. As all these metrics range over
[0,1], and we consider them equally important, they have
identical weights in Eqn. 4. Eqn. 4 does not consider local
metrics (Sec. 6.3) since these yield images meant to be
qualitatively assessed, and also can not be always ranked
(ordered) in terms of one image being globally better or
worse than another one.

Let now 7m; € 1II; denote the free parameters of a
projection technique P € P, where II; indicate their
allowable ranges. Let u(P(D, 7;)) be the aggregated quality
of P run over dataset D with parameter values 7;. How can
we then define what the “optimal” quality for a technique
P is (which we need next to compare techniques)? We
propose for this two solutions, as follows.

1

Dataset-wise view: For each D € D, we compute the
optimal projection P°P!(D) by doing a grid search that
maximizes i (Eqn. 4) over the ranges II; of all parameters
m; of P, ie.,

PP(D) = arg max u(P(D, m;))
m; €11,

©)
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The exact details of the optimization process, including the
parameters m; and their ranges II; for each technique P,
are given in Appendix A. During this process, we were
careful to reset the random seeds used by non-deterministic
optimization algorithms, e.g., t-SNE, at the beginning of each
subsequent execution of the same algorithm. This way, the
results we report in here can be replicated.

We next denote the quality of P°P'(D) by u°P*(P, D),
and the parameter set realizing this quality by 7°P!(P, D)
respectively. The values p°P!(P, D) allow us to study how
well a technique P performs over the different types of
datasets in D, and also how well different techniques
perform for the same dataset. Key to this is that the
techniques are optimized independently per dataset. This
allows seeing the “best” that a given technique can yield
for each dataset. Also, by studying the distribution of
optimal parameters 7°P!( P, D) over D, we can assess how
much parameter tuning a technique P actually needs in
practice. The results of using the dataset-wise view on our
benchmark are discussed in Sec. 8.1).

Projection-wise view: The dataset-wise view chooses a
separate optimal parameter set 7°P!(P, D) for each dataset
D. Clearly, this expensive grid-search cannot be done in
routine practice. Rather, users like to have so-called param-
eter presets when applying a technique P on any dataset.
The projection-wise view measures quality in this way: For
each technique P € P, we choose as preset the parameter-
set wPest(P) € woPY(P, D) that yields the best quality
j most times (statistical mode) over all datasets in D.
The projection-wise view allows comparing projection tech-
niques more globally, i.e., seeing how they perform with
respect to each other when no per-dataset parameter tuning
takes place. The results of using the projection-wise view on
our benchmark are discussed in Sec. 8.2).

8 RESULTS

After evaluating our benchmark, we obtain a multidimen-
sional dataset consisting of five quality metrics (plus the
aggregated one, see Eqn. 4), measured for 44 projections,
each run over 18 datasets, and additional values for optimal
parameters — in total, over 5000 measured values. We next
present and discuss ways to (visualy) explore this measure-
ments dataset to gain insights on the tested projections, and
answer different questions on various levels of detail.

8.1 How good are projections, and for which data?

To answer this, we use the dataset-wise view (Sec. 7). The
table in Fig. 2 has rows for DR techniques P and columns
for datasets D. Each cell shows the optimal quality value
u°Pt(P, D), color coded by a sequential colormap. Grey cells
show techniques which could not complete the projection of
the respective datasets (crashing or hanging).

Scanning Fig. 2 along rows shows how much the optimal
quality of a given projection varies over the studied datasets.
For instance, we see that the projection-set starting with
GLPVM and ending with LLE has quite similar (and high)
optimal qualities over all datasets — that is, Fig. 2 shows
a relatively dark-green compact block of cells starting with
the GLPVM row and ending with the LLE row. In contrast,

if we focus in Fig. 2 on the block spanned by the PCA-
class projection rows (starting with PCA and ending with
S-PCA), over all columns, we see little variation of colors
along columns and more variation along rows, respectively.
Hence, the PCA-class projections have quite similar optimal
qualities for the given dataset, but the optimal qualities
vary as a function of the dataset itself. Another salient
pattern is given by N-MDS. While N-MDS only failed for a
single dataset (spambase, grey cell on N-MDS row in Fig. 2),
the respective row shows a higher error for N-MDS for
basically all datasets and compared to most other projection
techniques.

Scanning the figure along columns shows which are
the best projections for a given dataset. For instance, we
see that the earlier-mentioned set of projections starting
with GPLVM and ending with LLE, and also all PCA
variants, yield very good quality for the orl, secom, and
seismic datasets. This can be explained by the fact that these
datasets have a low intrinsic dimensionality (see Tab. 3)
and these projection techniques handle very well such data.
In contrast, sentiment has the second-highest intrinsic di-
mensionality of all datasets, and we see that it also yields
relatively lower optimal qualities for all projections. Overall,
t-SNE, UMAP, IDMAP and PBC perform well on average
for most datasets. PLSP, LLTSA, LPP and GDA perform
poorly. The PCA variants perform reasonably well for most
datasets.

To better understand quality, we next explore how easy
is to obtain optimal values for it (Sec. 8.1.1), and how quality
depends on parameter values (Sec. 8.1.2) and dataset types
(Sec. 8.1.3).

8.1.1 How easy is to obtain optimal quality?

The rightmost four columns of Fig. 2 show the standard
deviations of the optimal parameters 7°P!( P, D), computed
over all datasets D treated by every projection P, nor-
malized to the interval [0, 1], depicted by a heat colormap
(darker = higher standard deviation). Empty cells corre-
spond to techniques that have less than four parameters
(see Appendix A). Good projections are those which yield
high optimal quality values (green cells along their rows)
and achieve this with little parameter tuning (light cells
in the parameter columns, if they have any parameters).
For instance, ISO is better than L-ISO as it achieves over-
all the same maximal quality, but requires less parameter
tuning (0.27 vs 0.47 variance). PBC is better than NMF as it
achieves slightly higher maximal quality and requires less
parameter tuning for that. We also see that the four overall
best performing techniques (t-SNE, UMAP, IDMAP and
PBC) require some tuning effort over most parameters to
yield optimal results. Of the techniques that do not require
parameter tuning, PCA is the best performing, albeit with
lower quality than that of the best projections.

8.1.2 How does quality depend on parameter settings?

To give more insight into this, inside each cell, a four-bin
histogram shows how many runs, with different parameter
values, done during the grid-search process over the pa-
rameters 7;, achieved a quality p in the ranges [0.0,0.62),
[0.62,0.75), [0.75,0.87), and [0.87,1.0] respectively. These
seemingly arbitrary ranges were selected because most of
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Table 6
Correlation between dataset traits and optimal quality values.

[ Intrinsic dim. [ Sparsity ratio | Dimensionality |
| -0.630390 | -0.289365 | -0.090593 |

the data is located above the 0.5 threshold, so creating
uniformly divided bins would not produce the desired out-
come. Note that above 0.5, the bins are divided uniformly.
Histograms with long leftmost bars indicate that, for the
respective projection technique and dataset combination,
most runs (parameter values) yield bad quality (undesirable
situation). Histograms with long rightmost bars indicate that
the respective technique-dataset combination achieves good
quality for most parameter combinations (desirable situa-
tion). For instance, K-PCA-P has overall one long leftmost
bar for all datasets, so it yields poor quality for most of
the tested parameter combinations. There is no technique
that shows long rightmost bars for all datasets. Hence, it is
very hard to consistently obtain high quality for all datasets
by parameter tuning. Histograms having several non-zero
bars indicate methods where parameter tuning is crucial to
obtain good performance, e.g., LLE. Histogram shapes also
depend on the dataset: For the svhn dataset column, most
histograms are ‘spread out’, indicating that this dataset is
hard — it requires more parameter tuning than other datasets
to get good quality. For imdb, most histograms have one long
leftmost bar, telling that this dataset is very hard to project
regardless of parameter tuning.

8.1.3 How does quality depend on dataset type ?

To answer this, Table 6 presents the correlation between
dataset traits (Sec. 4.1) and the optimal quality values in
Fig. 2. Several findings follow:

o Intrinsic dimensionality p,, is the trait that most in-
fluences quality p, with average correlation —0.63.
Hence, data with high intrinsic dimensionality is
hard to project by all studied techniques;

e Sparsity ratio vy, follows, with a correlation of —0.29
to quality, indicating that sparser datasets are harder
to project well;

o Dimensionality n has a very low correlation of —0.09,
barely affecting quality. The same holds for dataset
type 7p and size N. Hence, one should not worry
in practice about these traits when choosing a pro-
jection technique that should yield high quality. Of
course, such traits influence other aspects, such as
computational speed (discussed later in Sec. 8.4.1).

8.2 How good are parameter-preset projections?

Using parameter presets is desirable for typical end users.
We examine how well projections perform using presets
with the projection-wise view (Sec. 7). Figure 3 shows a table
with the same layout as the dataset-wise view (Fig. 2). How-
ever, we now compute the quality pP"**¢* using the same
preset parameters wF"¢*¢/(P). The four rightmost colums
show the preset values. Comparing this image with Fig 2,
we see how quality drops overall. For more insight, we
show the quality loss p°P* — pPreset separately in Fig. 4.
Figure 3 answers several practical questions:

e The four right columns shows which parameter pre-
sets one can use for each projection technique to get
overall good quality, regardless of the dataset;

o Comparing rows allows seeing how two projec-
tions fare, quality-wise, when using presets. Over-
all, t-SNE, UMAP, IDMAP and PBC are the best-
performing techniques in this sense;

e Comparing columns shows datasets which are ‘easy’
(e.g., orl, secom, and seismic) or ‘hard’ (e.g., cnae9, imdb,
and sentiment) to project well when using presets.
When one has a concrete dataset, one can find the
benchmark dataset sharing similar traits (see table at
the bottom of Fig. 3) and infer how a given projection
would perform on it, or which is a good projection
for this kind of dataset, using presets. This allows a
first rough selection of good projection candidates.

8.3 Which projections perform similarly well?

The dataset-wise and projection-wise views convey many
details on the specific behavior of a projection as function of
the datasets and parameter tuning. However, this amount
of detail can be overwhelming for the end user interested in
comparing projections on a high level. Moreover, we do not
have insights into the behavior of projections vs their raw,
non-aggregated, quality metrics. For this, we consider each
projection technique P attributed by the values of its five
quality metrics (Eqn. 4), averaged over all datasets D. We
next project this set using MDS and color the resulting scat-
terplot by the average quality p (Fig. 5a). Similar, but more
elaborated designs, have been used to compare projections,
[116], [117]. This “projection of projections” map shows how
similar all techniques are from the perspective of all raw
quality metrics over all datasets. We see a clear gradient of
the average quality p ranging from N-MDS and GDA (poor-
est) to UMAP, t-SNE, PBC and IDMAP (best). We also see
that methods in the same family perform relatively similar,
e.g., the PCA variants. To explain the direction orthogonal to
the color gradient, we color points (projection techniques) in
turn by each metric and look for patterns. We find that this
direction maps well the stress M,,. These insights depend, of
course, on the quality of the MDS projection used. To choose
a good projection for this dataset, we could find DR methods
that score well on datasets having similar trait values (n = 5,
N = 44,~, = 1,7p = tabular) following our analysis in
Sec. 8.1. We do not take this path here since this dataset
is very small and simple, and thus arguably projectable
well by established methods such as MDS. To gain more
confidence, we redo the plot using t-SNE (Fig. 5b). The
orientation of the average quality (color gradient) and stress
axes differs, but the overall pattern is very similar. Using
these plots, users can compare projection techniques from
the perspective of overall quality (to choose optimal ones),
but also can choose techniques which behave similarly to a
given technique of interest.

8.4 Detailed study of selected good projections

Several of our analyses so far point out that the top-four
quality projections are UMAP, t-SNE, PBC and IDMAP. We
now analyze these in more detail, from the perspective of
speed (Sec. 8.4.1) and the way they distribute their errors
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over the 2D space (Sec. 8.4.2). These extra insights can help
users selecting a best technique from this top-four set.

8.4.1 How fast are the best projections?

We measure the speed of the four selected projections on
synthetic Gaussian datasets for varying number of dimen-
sions n and observations N. We sample n ranging from 50
to 1,000, and N ranging from 500 to 50,000, with 30 samples
each, yielding 900 datasets that we next project and time.
Figure 6 shows the results. Note that the four color scales
correspond to different time ranges, as the four techniques
have very different speeds. Normalizing all colors within
the same range would suppress seeing interesting variations
of the speed vs the parameters n and N. Hence, we chose
to normalize colors per projection, and rely to annotations
to convey the different time scales. We see that UMAP and
PBC are almost two orders of magnitude faster than t-SNE
and IDMAP. Color gradients tell us that the dimensionality
n affects speed more for PBC and t-SNE than for UMAP
and IDMAP. For the latter two, the sample count IV affects
speed more. Also, we see that t-SNE’s color gradient is less
smooth, being ‘punctured” at a few places by outliers such
as the bright yellow one (Fig. 6, red surrounding marker).
These indicate combinations of n and N for which t-SNE

are due to the stochastic nature of the algorithm itself. In
contrast, the patterns exhibited by UMAP, PBC, and IDMAP
show a smoother variation of speed with n and V.

8.4.2 How do projections spread their errors?

We now analyze in detail how the four best techniques
spread their errors over the projection P(D) using Shepard
diagrams and local metrics (Sec. 6). Since we cannot present
the analysis of all 18 datasets in D for space reasons, we
select a subset of four datasets, and run the four selected
techniques on them using their parameter presets (Fig. 3).
The selected datasets represent each type of data considered
in this study, namely text (cnae9), tables (har), and images
(coil20, fashion_mnist).

First, we use Shepard diagrams (Sec. 6.2) to see how well
the four techniques preserve high-dimensional distances
(Fig. 7 left). Overall, we see that IDMAP preserves distances
better than the other three techniques. At the other end,
UMAP creates the most complex pattern, including both
compressing and stretching distances from R" to 2D. PBC
and t-SNE create quite similar patterns. This is quite inter-
esting, as it tells that we can use PBC to get very similar
results to t-SNE, and PBC is about two orders of magnitude
faster (Fig. 6).

Next, we show the actual projection scatterplots (Fig. 7
right), colored by the average local error M, (Sec. 6.3). For
each scatterplot, we color code M, using a low (yellow)
to high (purple) colormap. Per-scatterplot minimal and
maximal M, values are shown under the plots. We obtain
several insights:

Emerging patterns: We see that the visual patterns formed
by t-SNE and PBC are quite similar, in line with the
earlier-detected similarity of their distance patterns in
Shepard diagrams (Fig. 7 left). In contrast, IDMAP creates
less well-separated visual clusters than all other three
techniques, while UMAP creates more separated visual
clusters. However, we should note that, without additional
information on the ground-truth (nD data), the presence or
absence or well-separated clusters in the projection is not
an indication of the projection’s accuracy.

Errors correlate with datasets: Looking at the M, extrema, we
see that all techniques find fashion_mnist to be the hardest
to project, followed by coil20, cnae9, and har.

Error correlation with techniques: Overall, IDMAP produces
the lowest errors. The other three techniques however
cannot be decisively ranked, as they sometimes produce
higher, and sometimes lower, errors than each other
depending on the dataset. Moreover, achieving a higher
pattern segregation typically implies higher M, errors,
comparee.g., t-SNE vs IDMAP (har or fashion_mnist
datasets). Hence, M, should not be used as a discriminative
tool for comparing projections: when studying a projection
computed by a given technique, M, is most useful for
finding which scatterplot points are best (worst) projected.
For a similar use-case of projection-error color-coding, see
[118]. This task is discussed further below.
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Figure 6. Running times for UMAP, PBC, t-SNE and IDMAP for synthetic
Gaussian datasets with n dimensions, N samples. See Sec. 8.4.1.

Error distribution: All techniques generate quite similar
distributions of error values (over the error range) for all
datasets, with typically few high-error points. Lowest-error
points (yellow) occur most often close to the scatterplot
boundaries, which has also been observed for different
datasets and projections earlier [97]. In contrast, high error
points (purple) appear at very different locations as a
function of the technique and dataset. Hence, to actually
trust a given projection, one should always (be able to)
inspect such errors.

representative sampling thereof using 18 real-world
datasets of widely different dimensionality, size, type,
intrinsic dimensionality, and sparsity. We next select 44
projection techniques which include, arguably, all well-
known algorithms in the literature. We evaluate these
techniques on these datasets along five quality metrics.
In contrast to all similar evaluations so far, we study
quality variation as a function of (a) the dataset traits,
and (b) algorithm parameters. The entire benchmark
(datasets, measurements, source code for techniques and
measurement tools) is public [119], being the first such
benchmark in the dimensionality reduction field. The entire
workflow is implemented in Python. Specific projection
implementation details are given in Tabs. 4 and 6.
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Figure 7. Left: Shepard diagrams for the analyzed four projections and four datasets. The = and y axes map inter-point distances in R™, respectively
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Best-quality projections: Our studies showed that t-SNE,
UMAP, PBC, and IDMAP vyield the best quality vs the
considered metrics and over the considered datasets,
when using preset parameters. Our parameter analysis
also shows that these techniques yield high quality quite
consistently when their parameters are tuned. We also
provide parameter presets and show that using these
decrease the optimal quality of the studied projections only
slightly. All in all, this tells end users that choosing one of
these four techniques, with its respective parameter presets,
can consistently deliver good quality.

Similar-quality projections: We compare all 44 studied
projections from the perspective of all 5 quality parameters.
Our results show that the “space” of projection techniques
can be easily ordered, from low to high quality ones, and
that the notion of average quality (using the 5 proposed
quality metrics) does make sense—see smooth color-coded
average quality gradient in Fig. 5. This helps end users
to see which projections behave similarly quality-wise,
supporting trade-off scenarios, when one wants to swap
a technique for a similar-quality one that has, e.g., a more
robust, or faster, implementation.

Refining decisions: We analyze the top-four best quality
techniques from the additional viewpoints of speed,
distance preservation, and error spread over the 2D space.
Our results show that the four techniques are quite different,
even if their scalar (aggregated) quality metrics are quite
similar. We discover that UMAP and PBC are about
two orders of magnitude faster than t-SNE and IDMAP.
However, UMAP has the worst distance-preservation
pattern of the four. This offers directly actionable ways for

end users to select a suitable projection from this set of
four depending on their desires regarding speed and/or
distance preservation.

Limitations: Densely covering the huge space of dataset
types, projection techniques, algorithm parameters, and
quality metrics is definitely very hard. Our work so far
represents only a limited sample B of this space (Sec. 2).
For instance, one could consider more datasets, traits, trait
classes, quality metrics, or consider more runs of the con-
sidered projections, to account for those which have a non-
deterministic behavior. An interesting avenue is to generate
synthetic datasets that sample the desired dataset traits in
a user-controlled manner. Doing this would allow a richer,
and more automated, evaluation. However, how to suitably
construct such a controlled dataset generator, able also to
generate labels for well-separated point groups (needed for
the visual assessment of projection results and computing
the neighborhood hit), is not a trivial question, hence one
that we consider for a significant future-work iteration.

However, our sample is considerably denser than other
similar samples (evaluations) present in the literature, in
all the considered aspects (datasets, parameter values, qual-
ity metrics, and number of studied projection techniques).
Hence, we argue that our work is a necessary (but definitely
not final) next step from current state-of-the-art in the quest
of quantitatively evaluating the projection landscape.

We make all our results (methodology, data, code, mea-
surements) open and public [119], so B is a ‘live benchmark’
that will grow as us, or others, will add datasets, techniques,
and metrics to it. This way, coverage can increase over
time with incremental efforts, sparing professionals from the
very large effort required to set up such work from scratch.
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Concrete directions in which we plan to extend this work
include (a) considering more dataset traits (Tab. 3), such as
amount and type of noise; and (b) adding visual quality
metrics to quantify the perceived quality of projections for
given tasks, e.g., class separation [106], [109], [111], and
metrics for the robustness of projection to noise.

10 CONCLUSION

This paper presents a survey of multidimensional projection
techniques from the perspective of end users interested in
understanding how specific algorithms, and their parame-
ter settings, perform on specific types of high-dimensional
datasets. For this, we proposed a methodology for construct-
ing a benchmark that includes 44 techniques (including var-
ious combinations of their parameter values), 18 datasets,
and 7 quality metrics. We propose an automatic way to
evaluate this benchmark, and also several visualizations to
analyze the gathered data. Our main contribution is making
the methodology, benchmark, and related artifacts (datasets,
techniques, metrics, visualizations, related code) publicly
open, so interested researchers can study these results but
also contribute to enrich the benchmark. Additionally, our
current evaluation of the benchmark can be used to choose
projection that score best on any of the evaluated criteria,
similar to each other, or on global average quality, with t-
SNE, UMAP, PBC, and IDMAP being the top-ranked ones
in the latter respect.

Many extensions are possible based on the current foun-
dation. First, given its open source nature, our benchmark
can be easily enhanced by adding more techniques, met-
rics, and datasets. In particular, adding the many metrics
proposed by recent approaches using machine learning
[113] is a low-ganging fruit. In this process, the size and
dimensionality of the collected evaluation datasets will also
grow. Hence, we will consider new visualization methods
to explore the gathered data to better answer concrete end-
user questions, such as why do certain techniques behave
similarly; which parameters of a given technique most
strongly affect a given quality metric; and which techniques
are best suited to project datasets having certain traits. Last
but not least, coupling preojection metrics measured on real-
world datasets to gauge which technique is actually better
for which VA task, following up on [10] is an important
potential extension. With these extensions, we hope that
ours, and others’ contributions, will make the benchmark
grow to be a useful ‘live’ resource for the infovis and
Machine Learning communities at large.
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