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ABSTRACT. We study qualitative properties for nonnegative solutions to a con-
formally invariant coupled system of fourth order equations involving critical
exponents. For solutions defined in the punctured space, there exist essentially
two cases to analyze. If the origin is a removable singularity, we use an integral
moving spheres method to prove that non-singular solutions are rotationally
invariant. More precisely, they are the product of a fourth order spherical
solution by a unit vector with nonnegative coordinates. If the origin is a non-
removable singularity, we show that the solutions are radially symmetric and
strongly positive. Furthermore, using a Pohozaev-type invariant, we prove the
non-existence of semi-singular solutions, i.e., all components equally blow-up
in the neighborhood of the origin. Namely, they are classified as multiples of
the Emden—Fowler solution.

1. Introduction. We study qualitative properties for nonnegative p-map solutions
U = (u1,...,up) : R"\ {0} — RP to the following fourth order system in the
punctured space,

A%u; = c(n)[U* "2u; in R™\ {0}, (S,)
where n > 5, A? is the bi-Laplacian and |U| is the Euclidean norm, that is, [U| =
(3P u2)'/2. System (S,) is strongly coupled by the Gross-Pitaevskii nonlinearity
fi(U) = c¢(n)[U|*" ~2u; with associated potential F(U) = (f1(U),. .., f,(U)), where
2** = 2n/(n —4) is the critical Sobolev exponent, and c¢(n) = [n(n —4)(n? — 4)]/16
a normalizing constant. We will always keep these notation throughout the paper.

By a (classical) solution to System (S,), we mean a p-map U such that each
component u; € C*¢(R™ \ {0}), for some ¢ € (0,1), and it satisfies (S,) in the
classical sense.
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A solution may develop an isolated singularity when x = 0, that is, some compo-
nents may blow-up at the origin. More accurately, a solution to (S,) is said to be
singular, if there exists ¢ € I := {1,...,p} such that the origin is a non-removable
singularity for u;. Otherwise, if the origin is a removable singularity for all compo-
nents, this solution is called non-singular, and it can be extended continuously to
the whole domain. We also say that a p-map solution I/ is nonnegative (strongly
positive) when u; > 0 (u; > 0) and U is superharmonic in case —Awu; > 0 for all
1 € I. When either u; > 0 or u; = 0 for any i € I, a solution U is called weakly
positive.

Let us notice that when p = 1, (S,) becomes the following fourth order equation,

A%u=cn)u® "' in R™\{0}. (S1)

In this sense, the Gross—Pitaevskii nonlinearity is the more natural coupling term
such that (S,) generalizes (S1). Our objective is to present classification results for
both non-singular and singular solutions to the conformally invariant system (S,).

Our first main result is motivated by the classification theorem below due to C.
S. Lin [31, Theorem 1.3] (see also [39, Theorem 1.1] and [38, Theorem 1.3]) for
positive solutions to (S;) with a removable singularity at the origin

Theorem A. Let u be a nonnegative non-singular solution to (Sy). Then, there
exist tg € R™ and p > 0 such that u is radially symmetric about xy and

U= Ugy,p,

where
n—4

24 z
) = (rti =)

Let us call uy, ;0 a fourth order spherical solution.

—~
—_
~—

This (n + 1)-parameter family of solutions can also be regarded as maximizers
for the Sobolev embedding theorem D*2(R") «— L?" (R™), that is,

_ 2\ L2
ltzonll 2o @y = S0 [tz ullpragny  with  S(n) = (empwi/™) ",

where w,, is the volume of the unit ball in the Euclidean space. The existence of
extremal functions for the last identity was obtained by P.-L. Lions [32, Section V.3].
Besides, these optimizers were found in a more general setting by E. Lieb [30,
Theorem 3.1] (See also D. E. Edmunds et al. [17, Theorem 2.1]).

Our second main result yields a classification theorem for nonnegative singular
solutions to (S,). On this subject, we should mention that when the origin is a
non-removable singularity, C. S. Lin [31, Theorem 1.4] obtained radial symmetry
for solutions to (S;) using the asymptotic moving planes technique. Recently, Z.
Guo, X. Huang, L. Wang and J. Wei. [20, Theorem 1.3] proved the existence of peri-
odic solutions applying a mountain pass theorem and conjectured that all solutions
are periodic. Later on, R. L. Frank and T. Konig [18, Theorem 2] answered this
conjecture, obtaining more accurate results concerning the classification for global
singular solutions to (S7). Namely, they used the Emden—Fowler change coordinates
(see Section 4.3) to transform (S;) into the fourth order Cauchy problem,

{0(4) — Kov® + Koo = ¢(n)o?" 7! in R, @)

v(0) = a, vV (0) =0, v?(0) = b(a), v (0) =0,



3010 JOAO HENRIQUE ANDRADE AND JOAO MARCOS DO O

where K5, K( are constants depending on the dimension (see (47)). In this work,
positive periodic solutions v, 7 to (2) are proved to exist using a topological shooting
method based on the parameter b(a). One needs to be restricted to the situation
a € (0,a0], where ag = [n(n —4)/(n? —4)]*=9/% and T € (0, T,] is the period with
T, € R is the fundamental period of v,. Now let us state their results

Theorem B. Let u be a nonnegative singular solution to (S1). Then, u is radially
symmetric about the origin. Moreover, there exist a € (0,a0] and T € (0,T,] such
that
u = Ua, T,

where

ta,r(w) = |2 = va(~In|a| + 7). (3)
with v, is the unique T-periodic bounded solution to (2) and T, € R its fundamental
period. Let us call both ugr and v, v Emden—Fowler (or Delaunay-type) solutions.

In the light of Theorems A and B, we present our main results.

Theorem 1.1. Let U be a nonnegative non-singular solution to (S,). There exists
Ae Sﬁ__l = {z € SP71 1 2; > 0} and a fourth order spherical solution given by (1)
such that

U= Aug, p

Furthermore, we show that the non-singular solutions classified above are the
extremal maps for a higher order Sobolev-type inequality.

Theorem 1.2. Let U be a strongly positive singular solution to (S,). There exists
A e Sﬁ:*l ={z € S~ 1 2; > 0} and an Emden-Fowler solution given by (3) such
that

U= A*ua,T.

Since singular solutions to the blow-up limit equation (S,) are the natural can-
didates for asymptotic models of the same system in the punctured ball, the last
theorem is the first step in describing the local asymptotic behavior for positive
singular solutions to

A%u; = e(m)U)* "2u; in B\ {0}.

This asymptotic analysis would be a version of the celebrated results due to L. A.
Caffarelli, B. Gidas and J. Spruck [4] and N. Korevaar, R. Mazzeo, F. Pacard and
R. Schoen [27].

Remark 1.3. The existence of non-singular (singular) solutions to (S,) follows
directly from Theorem A (Theorem B). In fact, for any A € S5~' (A* € Sij*l),
we observe that U = Aug, , (U = A*u, ) is a non-singular (singular) solution to
(Sp). Roughly speaking, our results classify these solutions as the only possible
expressions for nontrivial solutions to (S,).

Our results are natural generalizations of the famous classification due to L. A.
Caffarelli, B. Gidas and J. Spruck [4] on the classical singular Yamabe equation (see
also [35, 2]). Moreover, O. Druet, E. Hebey and J. Vétois [15] proved the Liouville-
type theorem for the associated strongly coupled vectorial equation. Recently, R.
Caju, J. M do O and A. Santos [5] generalized [4] to this class of systems. For more
related results, we refer the reader to [22, 38, 40].
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Strongly coupled fourth order systems appear in several important branches of
mathematical physic. For instance, in hydrodynamics, for modeling the behavior
of deep-water and Rogue waves in the ocean [33]. Also, in the Hartree—Fock theory
for Bose-Einstein double condensates [1]. Moreover, in conformal geometry, (S;) is
the limit equation of the conformally constant @Q-curvature problem. Hence, in the
same way of the singular Yamabe problem, solutions to (S1) give rise to complete
conformal metrics with a constant QQ-curvature. For more details on this and some
applications, see, for instance, [23]. Motivated by its applications in nonlinear
analysis, minimal surface theory, and differential geometry, classification for singular
solutions to PDEs has been a topic of intense study in recent years. There exists
a vast literature for problems this arising in conformal geometry. For instance,
in prescribing different curvature types, such as the higher order Q)-curvature, the
fractional curvature, and the og-curvature.

The primary sources of difficulties in seeking qualitative properties for fourth or-
der systems like (S,) are the lack of maximum principle and the failure of truncation
methods provoked by the fourth order operator on the left-hand side of (S,), the
coupled setting caused by the Gross—Pitaevskii nonlinearity in the right-hand side
of (S,). In both theorems, we study the PDE or ODE satisfied by the quotient of
any two strictly positive components. We compute the linear fourth order equation
satisfied by this quotient. For which we prove a strong Liouville-type result.

The proof of Theorems 1.1 is based on the integral moving sphere technique for
the norm of a p-map solution. This integral technique allows us to avoid the use of
a classical form of a maximum principle, which is not available in our fourth order
setting. Another difficulty is that due to the Gross—Pitaevskii nonlinearity, it may
occur that the process does not hold for some components, which we prove that
is not the case. Our strategy relies on recovering regularity and superharmonicity
properties for each component solution, based on a comparison with the norm of the
vectorial solution. We then prove that the classification holds for weak solutions
and that classical solutions satisfy an estimate of the L?-norm of its Laplacian,
and so they are weak. Theorem 1.2 is proved using the moving planes technique,
which shows that all components solutions are rotationally invariant and radially
monotonically decreasing. Then, we analyse the Pohozaev invariant, which provides
a removable singularity classification theorem. In this case, we can prove that all
components blow-up at the origin with the same prescribed asymptotic rate.

Here is a our plan for this paper. In Section 2, we summarize some basic def-
initions that will be used in this work. In Section 3, we prove that solutions to
(Sp) are non-singular and weakly positive. Also, we show that Theorem 1.1 holds
for weak solutions to (S,). Hence, we apply an integral moving spheres method to
prove the classification for the norm of a vectorial solution. Using the classification
for the norm of a vectorial solution, we show that classical solutions are weak so-
lutions as well. Hence, a direct integral method is used to prove the classification
in Theorem 1.1 for weak solutions. We also prove that solutions from Theorem 1.1
are extremal functions for a Sobolev embedding theorem. In Section 4, we obtain
that singular solutions are as well classical, and we employ an asymptotic moving
planes method to show they are rotationally invariant about the origin. Hence, on
the singular case, Syst. (S,) is equivalent to a one-dimensional fourth order ODE
system. We define its Hamiltonian energy and Pohozaev invariant, which we use to
perform a delicate ODE analysis to prove a removable-singularity classification for
solutions to (S,). This in turns implies the proof of Theorem 1.2 follows.
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2. Preliminaries. We introduce some basic definitions used in the remaining part
of the text. Here and subsequently, we always deal with non-trivial nonnegative
solutions U of (S,), that is, u; > 0 for all 4 € I and || # 0, where we recall the
notation I = {1,...,p}. We split the index set I into two parts In = {i € I : u; = 0}
and I, = {i € I : u; > 0}. Then, following standard notation for elliptic systems
from [24], we divide solutions to (S,) into two types.

Definition 2.1. Let U be a nonnegative solution to (S,). We call U strongly
positive if I, = I. On the other hand, when Iy # (), we say that U is weakly
positive.

Remark 2.2. For the proof of Theorems 1.1, it is crucial to show that solutions to
(Sp) are weakly positive. We need to guarantee that nontrivial solutions to (S,) do
not develop zeros in the domain. Namely, our strategy is to prove that the so-called
quotient function ¢;; = u;/u; is constant for all 4,5 € I. First, for the quotient to
be well defined, the denominator must be strictly positive.

When liminf || [U(x)| = oo, we call U a singular solution. In this case, some
components might develop a non-removable singularity at the origin. Following
[12], we will divide singular solutions into two classes. Namely, a solution to (S,) is
called fully-singular, if the origin is a non-removable singularity for all component
solution u;. Otherwise, we say that U is semi-singular. More precisely, we present
the following definitions.

Definition 2.3. For U a nonnegative singular solution to (S,), let us define its
blow-up set by I, = {i € I : liminf|,_ou;(|z[) = oo}.

It is easy to observe that U being a singular solution to (S,) is equivalent to
I # 0. Hence, in terms of the blow-up set’s cardinality, we divide singular solutions
to (S,) as follows.

Definition 2.4. Let I be a nonnegative singular solution to (S,). We say that U
is fully-singular if I, = I. Otherwise, if I, # I we call U semi-singular.

Definition 2.5. Let Q@ =R"” (2 = R™\ {0} be the punctured space) be the whole
space, and U be a nonnegative non-singular (singular) solution to (S,).

(i)We say that U € D*?(Q,RP) is a weak solution to (S,), if for all nonnegative
® € C°(R™,RP), one has

/n<Au,A<1>> dx:/n u

(i))We say that U € L{ _(Q,RP) is a distributional solution to (S,), if for all non-

loc

negative ® € C2°(R™,R?), one has

/n<u,A2<1)> dx:/n U

Here D?2(2,RP) is the classical Beppo-Levi space, defined as the completion of the
space of compactly supported smooth p-maps, denoted by C2°(£2,RP), under the
Dirichlet norm [[Ul|32.2(q gy = 2oimr AUl 720 -

272, ®) da. (4)

22, B) da. (5)

Remark 2.6. In what follows, we use classical regularity theory to prove that
any weak non-singular (singular) solution to (S,) is also a classical non-singular
(singular) solution. Since we are working on unbounded domains, it is not direct,
though, to verify that classical solutions to (S,) are also weak. In general, it is
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true that, by the Green identity, classical solutions U € C*¢ (£, RP) also satisfy (4).
Nevertheless, to show that U € D?2(£, RP) is an entire solution to (S,), one needs
to prove some suitable decay at both the origin and infinity.

3. Liouville-type theorem for non-singular solutions. This section is devoted
to present the proof of Theorem 1.1. First, using the regularity lifting theorem, we
aim to obtain regularity results for solutions to (S,) with a removable singularity
at the origin. Second, employing an iteration argument, we show that non-singular
solutions to (S, ) are weakly positive. Then, we perform an integral moving spheres
technique to obtain the classification for non-singular solutions to (S,). This ar-
gument provides as a by-product an estimate for the Sobolev norm of solutions to
(Sp), yielding that classical solutions to (S,) are also weak (see Remark 2.6). Fi-
nally, as an application of our main result, we show that non-singular solutions to
(Sp) are indeed extremal maps for a vectorial Sobolev embedding. Our inspiration
are the results in [25, 8, 3, 28, 15, 29, 9].

3.1. Regularity. We prove that weak solutions to (S,) are as well as classical
solutions. We should mention that De Giorgi-Nash—Moser bootstrap techniques
combined with the Brézis—Kato method are standard strategies to produce regular-
ity results for second order elliptic PDEs involving critical growth. Unfortunately,
this tool does not work in our critical fourth order setting. More precisely, the
nonlinearity on the right-hand side of (S,) has critical growth, so [U|>" ~2u; €
L2/ (n+4)(R™). Notice that we cannot conclude, using the Sobolev embedding the-
orem, that || ~2u; belongs to LI(R™) for some ¢ > 2n/(n +4) and any i € I.
We can overcome this lack of integrability by applying the lifting method in [10,
Theorem 3.3.1].

Since the origin is a removable singularity, System (S,) can be modeled in the
entire space, in the sense that solutions can be smoothly extended to be defined in
R™. In this situation, (S,) is reduced to

A%u; = c()U* "2u; in R

Subsequently, the idea is to provide some properties for solutions to (S,) by
writing this system as a nonlinear fourth order Schrodinger equation with potential
V : R™ — R defined by V(z) = c¢(n)|U(z)]?" 2.

In the next step, we show that it is possible to improve the Lebesgue class in
which solutions to (S,) lie. Here our strategy is to prove that they indeed belong
to the Lebesgue space L*(R™,RP) for any s > 2**.

Proposition 3.1. Let U € D*2(R",RP) be a nonnegative weak non-singular solu-
tion to (S,). Then, U € L*(R™,RP) for all s > 2**.

Proof. Let us consider the spaces Z = C®(R"), X = L*/(=H(R") and ¥ =
Li(R") for ¢ > 2n/(n —4). Let y(x,y) = C(n)|z — y|*~™ be the fundamental
solution to A? in R", where C(n) = [(n—4)(n —2)w,_1]~!. Thus, it is well-defined
the inverse operator

(o) = [ Taeg)uty) dy.

Hence, using the Hardy—Littlewood—Sobolev inequality (see [30]), we get that for
any g € (1,n/4), there exists C' > 0 such that

||TUI|Lnﬁzlq (R™) = ||F2 *u

‘an(flq (Rn) S CHUHL(I(RW)
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For M > 0, let us define Vi, (z) = V(x) — Vps(z), where

V(x), if |V (z)| > M,
0, otherwise.

Vu(z) = {

Applying the integral operator Thru = I's * Vayu on (S,), we obtain that u; =
Thrru; + Thru;, where

(Tarws)(a) = [ Talo,)Var(0)usty) dy and Tagus(a) = [ Tl Var(0)usty) s

n

Claim 1. For n/(n —4) < q¢ < oo, there exists M > 1 large such that Ty :
LY(R™) — L1(R™) is a contraction.

In fact, for any ¢ € (n/(n — 4),00), there exists m € (1,n/4) such that ¢ =
nm/(n — 4m). Then, by the Holder inequality, for any v € LI(R"™), we get that
there exists C' > 0 satisfying

|Trmullagny < T2 * Varullpagny < Cl[Varllposa @) 0l o @ny-

Since Vyy € L™*(R") it is possible to choose M > 1 such that VMl nra@ny <
1/2C. Therefore, we arrive at || Tarul|po@rny < 1/2|ul|parny, which yields Ty is a
contraction.
Claim 2. For any n/(n—4) < q < oo, it follows that Tpyu; € LI(R™).

Indeed, for any n/(n —4) < g < oo, choose 1 < m < n/4, satisfying ¢ =
nm/(n — 4m). Since Vj; is bounded, we obtain

I Tartsll Lany = T2 * Varuill pogny < C1llVaruill ey < Colluil o gn)-

However, using the Sobolev embedding theorem, we have that u; € L™ (R"™) when
m = 2n/(n — 4), which implies ¢ = 2n/(n — 8). Thus, we find that v, € LI(R")
when

l<g< -2 ifn>0.

n—=_8’

{1<q<oo7 if5<n<8y

Now we can repeat the argument for m = 2n/(n — 8) to obtain that u; € LI(R"™)
for

{1<q<oo, if 5<n<12

1<g<25, ifn>13.

Therefore proceeding inductively as in the last argument, the proof of the claim
follows.

Combining Claims 1 and 2, we can apply [10, Theorem 3.3.1] to show that
u; € LY(R™) for all ¢ > 2** and i € I. In particular, the proof of the proposition is
concluded. O

Corollary 3.2. Let U € D??(R",RP) be a nonnegative weak non-singular solution
to (S,). Then, U € CH(R™,RP) is a classical non-singular solution to (S,).

Proof. Using the Proposition 3.1, we can apply Morrey embedding theorem to get
u; € C%¢(R™) for some ¢ € (0,1). Finally using Schauder estimates, one concludes
u; € C*¢(R™), which provides that U € C*+¢(R",RP). O
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3.2. Superharmonicity. We obtain a strong maximum principle for nonnegative
solutions to (S,). We prove that any component solution to (S,) is superharmonic.
Compared to its scalar counterpart, the main difference in our approach is the
appearance of the strong coupling term on the right-hand side of (S,). This coupled
nonlinearity could imply the failure of the method for some components. However,
we can overcome this issue thanks to an inequality involving the norm of the p-map
solution.

Proposition 3.3. Let U be a nonnegative solution to (S,). Then, —Au; > 0 in
R™ for alli € I.

Proof. Supposing by contradiction that the proposition does not hold, there exists
i € I and zy € R™ satisfying —Au;(z9) < 0. Since the Laplacian is invariant
under translations, we may suppose without loss of generality that g = 0. Let us
reformulate (S,) as the following system in the whole space

—Aui = h,‘
. 6
{—Ahi =c(n)[U|* ~2u;. (©)

Let B, C R™ be the ball of radius r > 0, and w,_; be the (n — 1)-dimensional
surface measure of the unit sphere, we consider

1 — 1
u; = — 1 U; dO'T and h’L = — 1 h”L dO'T-,
NWp—1T OB, nWp—17 0B,

the spherical averages of u; and h;, respectively. Now taking the spherical average
on the first line of (6), and using that Au; = A%u;, implies

Zlﬂi+-ﬁi::0.
Furthermore, we rewrite the second equality of (6) to get Ah; 4 c(n)|U|> ~2u; = 0,
from which, by taking again the spherical average in both sides, we conclude

1 .
0= — / (Ahi +c(n)|U|? _2ui> do,
0B,

NWp_17" 1

N
nwy, 9B,

_qrm

272y, do,.

Hence,
2% 2

h: = —A T u;(x) do
ATri = /8  HE@P ) don, (7)

NWy_17" 1L
which, by using that 0 < u;(z) < |[U(z)| for any = € R", implies

__cem) A2 2 () do < —— S [
/m'“”' (z) doy < /{)\m

2%* 1 d
n—1 n—1 Ir
NWp—1T NWp_1T

IS

(8)

;.
<=\ )
< (W | ) dar)

r
= *C(n)ﬂ?**_l,

where on the second inequality, we used the Jensen inequality for the convex function
t + t>7 ~1. Finally, combining (7) and (8), we get

Ah; +c(n)a? ~t <o.
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Therefore, we can conclude the proof following the same steps as in [39, Theo-
rem 2.1]. O

As a consequence of the last result, we can prove that solutions to (S,) are weakly
positive.

Corollary 3.4. Let U be a nonnegative solution to (S,). Then, for any i € I we
have that either u; =0 or u; > 0. In other terms, I = Iy U Iy is a disjoint union.

3.3. Kelvin transform. We define some type of transform suitable to explore the
symmetries of (S,), which is called the fourth order Kelvin transform of a p-map.
This map is a key ingredient for developing a sliding method, namely the moving
spheres or the moving planes techniques.

For O = R™ or Q = R"\ {0}, we define the Kelvin transform. To this end,
for given xg € R™ and p > 0, we need to establish the concept of inversion about
a sphere 0B, (o), which is a map Z, , : Q@ = Qg , given by Zy, . (z) = o +
Ko (@)% (x —20), Where Ky (@) = p/|z — 20| and Quy 0 := Ly, (82) is the domain
of the Kelvin transform. In particular, when zo = 0 and p = 1, we denote it simply
by Zo,1(z) = z* and Ko 1(z) = z|z| 2.

Definition 3.5. For any U : Q@ — RP, let us consider the fourth order Kelvin
transform about the sphere with center at g € R™ and radius g > 0 defined on
ul?o’ll : QIO)/J' — RP by

uwodi(x) = ’Cfroyﬂ(x)n_‘lu (IZE(J,M(x)) :
In particular, when p = 1 we set the notation g, ;.

Now we need to understand how (S,) behaves under the Kelvin transform’s
action.

Proposition 3.6. System (S,) is conformally invariant, in the sense that it is
invariant under the action of Kelvin transform, i.e., if U is a non-singular solution
to (Sp), then Uy, , is a solution to

A2 (i) 2, = (1) Uag

where uﬂﬂo,u = ((ul)zo,uv ey (up)$07ﬂ)‘

2**_2(“’2')900,# in Rn\{‘TO}v (9)

Proof. For all x € R™\ {z¢}, let us recall the formulas below
Aty u(2) = Kag ()" At (T 1o (7)) = Ko u(2) (D) 2. ()

and
AZUwo,u(x) = Kwo,u(x)n+4A2u (Iwo,u(x)) = ’Czo,u(x)g(AQU)zo,u(x)- (10)
Next, expanding the right-hand side of (9), we observe
Ui o ()12 (i) g, = Koo (@)U (@) P2 i (). (11)
Therefore, the proof of the proposition follows by a combination of (10) and
(11). m

Remark 3.7. Proposition 3.6 is not a surprising conclusion since the Gross—
Pitaevskii-type nonlinearity preserves the same conformal invariance enjoyed by
the scalar case. Namely, (S;1) is invariant under the conformal euclidean group’s
action.
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3.4. Integral moving spheres method. We apply the moving sphere method
to show that nonnegative solutions U to (S,) are radially symmetric, that is, w;
is radially symmetric for all ¢ € I. Furthermore, we provide the classification for
each u;, and, in particular, for the norm |U|. The moving spheres method is an
alternative variant of the moving planes method, which can also be used to obtain
radial symmetry or more robust Liouville-type results for solutions to more general
PDEs.

Initially, Notice that system (S,) is equivalent to the following vectorial integral
equation

ui(:c):/n lz —y[* " f;(Uy) dy in R, (Z,)

where f;(U) = [(n — 2)(n — 4)wn_1] " e(n)[U|* ~2u;. In the sense that every solu-
tion to (S,) is a solution (Z,) plus a constant, and the reciprocal also holds.

The following lemma is the first step to apply the integral moving spheres method.

Lemma 3.8. LetU be a nonnegative non-singular solution to (Z,,). For anyx € R",
z € R*"\ ({0} UB,(z)) , it holds that u;(2) — (ui)z,u(2) > 0 for i € I and some
we (0,1).

Proof. Let U be a nonnegative solution to (Z,). Using the identities in [28, page
162], one has

( - )n_4/y_$|>u|zr,u<z>—y|"—4ﬁ<u<y>>dy‘/ly_mZ—y|"—4ﬁ-(u<y>> dy

|z — |

and

( - )"4 /|y—m\su T u(2) =yl FiU(y)) dy = /\ylezu |z —y" ™ FiU(y)) dy,

|z — x|

which yields
(i), (2) = /R z—y|"  fi(Uy) dy for z€ Ty u(R™), (12)
Consequently, for any « € R™ and p < 1, we have that for z € R™ \ {0} U B, (),

() = () (2) = |

y—x|>p
ly—z|>4

o~

B(w,y1,2) [ JiU(w)) = fithe ()] dy,
where
4—n
n z2—x —n

Bayz) = | =yl = () ) - ol (13)
is used to estimate the difference between a ¢/ and its Kelvin transform U, ,,. Finally,
using its decay properties, it is straightforward to check that E(x,y,z,u) > 0 for
all |z — x| > p > 0, which is enough in the region on which the difference has the

correct sign. Otherwise, one can apply the Hardy—Littlewood—Sobolev as in [11,
Theorem 2.2] to conclude the proof. O

Next, let us introduce the critical sliding parameter as the supremum for which
an inequality relating a component function and its Kelvin transform is satisfied.

Definition 3.9. Given z € R", for each ¢ € I, let us define

pi(x) =sup{p>0: (u)rs <u;in R"\ B.(z) for any 0 <r < u}. (14)
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Since each w; is superharmonic for all ¢ € I, by using [29, Lemma 11.1], we get
pi(z) > 0 for i € I. Thus, we can define

p* () = inf i3 (z) > 0.

The next lemma is essentially the moving spheres technique in its integral form.
This method provides the exact form for any blow-up limit solution to (S,), which
depends on whether the critical sliding parameter p*(z) is finite or infinite. The
main ingredient in the proof is the integral version of the moving spheres technique
contained in [28, Lemma 3.2].

Lemma 3.10. Let U be a nonnegative non-singular solution to (S,), z € R™ and
w*(z) > 0 given by (14). Assume that the origin is a removable singularity. The
following holds:

(i) if p*(x) < oo is finite, then Uy ;= () = U in R™ \ {x}.

(ii) if p* (o) = o0, for some xo € R™, then p*(x) = oo for all v € R™.

Proof. Without loss of generality, we may assume 2o = 0. Let us fix u* = p*(0) and
(wi)p = (ui)o,, for all i € I. By the definition of p*(x), we have that (u;),~(z) <
u;(x), for all |x| > p*. Thus, by (12), with x = 0 and p = |z| > p*, and the
positivity of the kernel E(0,y,z, 1) given by (13), either u,-(y) = u(y) for all
|z] > p* or (u;)u~(y) < (u;)(y) for all |x| > p*. In the former case, the conclusion
easily follows. In the sequel, we assume that the last condition holds. Hence, using
the integral representation in (Z,) we have

"7 [ui(2) = (ui) e (2)]

liminf |z
Z|—00

~ limin / 2By, 2,7 [FU) — FiUe ()] dy

|z|— 00

[ (1— (’;)) [Fw) - Fith- )] ay >0,

which implies that there exists e € (0,1) satisfying u;(z) — (u;),(2) > e1]z[*™"
for all |z| > p*+ 1 and ¢ € I. Moreover, there exists €5 € (0,e1) such that, for
|z| > p*+ 1 and p* < p < p* + €9, we find

(i = (i) (2) 2 0ol 4 (i) = (wi)) (2) = Sl (15)

Whence, for any € € (0,e2) (to be chosen later), p* < p < p*+¢, and p < |y| <
w4+ 1, we have

(wi = () ()= |

ly|>p

B(0,y,2 1) [ FiU(w)) - Fiu(v)] dy
>L<y|<u+1E(O’y7Z’H) [ﬁ-(u(y))—fi(u#(y))] dy

+f B(0.y.2,p) [ U() ~ F:u(v)
pr42<|z|<p*+3

v

<lyl<p*+1

)
Lo B [Fithe ) - Fithi)]

+f B(0,,2 1) [FU(w) ~ Fithu(w))]
pr+2<|y|<p*+3
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Now using (15), there exists d; > 0 such that E(M(y)) - ﬁ(uu(y)) > 6 for p*+2 <
ly| < p* + 3. Since E(0,y, 2, 1) =0 for all |z| = X and
VB y, 20 2|, = (n =4z =y (|2 = [y1*) > 0 forall p” +2 < [y < p" +3,

where do > 0 is a constant independent of . Then, there exists C' > 0 such that,
for p* < p < p*+e, we get

Ft(®) = FilUh- ()| £ Clu—p7) £ Ce forall " <p<lyl<p+1.

Furthermore, recalling that p < |z| < p* + 1, we obtain

/ E(0,y,2,p) dy
p<ly|<p>

n—4
/ ly— 2 1) — gl (“ - 1) Zu(e) -yl
p<ly|<p+1 |z

|
S CIZu(z) = 2[+ C(|2] = p) < C(I2] = p),

which, provides that for small 0 < e < 1, p* < p < p*+e,and p < |z] < p*+1, it
follows

(u; — (ui)p~) (2)

>-c: [ B0,y 20 dy +0102(12) ~ 1) [ ay
p<ly|<p*+1 m

*+2<]z|<p*+3
5152/ dz— Ce | (|2 - ) > 0.
pr+2<|y|<p*+3

This is a contradiction to the definition of p* > 0. Therefore, the first part of the
lemma is established.

Next, by the definition of p*(x), we know that U, ,(2)] < [U(z)| for all 0 < p <
w*(z), |2 — x| > p; thus, multiplying it by |2|"~*, and taking the limit as |z| — oo,
yields

<

dy

\%

I =liminf |2|"*U(2)| > p" *U(2)| forall 0< p< p*(x). (16)

|z|— o0
On the other hand, if *(zg) < oo, multiplying the identity obtained in (i) by |z|*~*
and passing to the limit when |z| — oo, we obtain
b= lim 2" U (2)] = 1 (o) "~ (wo)| < oo (17)
Z|— 00
Finally, by (16) and (17), if there exists zo € R™ such that pu*(zp) < oo, then
w*(z) < oo for all z € R™. O

3.5. Classification for weak solutions. We use the weak formulation of solution
to (S,) to prove a version of Theorem 1.1 for weak solutions, which is based on
the analysis of quotient functions ¢;; = u;/u;. The main idea is use the integral
representation for solutions to (S,), which yields a more quantitative estimate for
the constants A;; = g;; (see (18)). Before starting our method, we must be cautious
that the quotient is well-defined since we may have solutions having zeros in the
domain or even being identically null. By Proposition 3.4, we know that the latter
situation does not occur. Moreover, we can avoid the former situation by assuming
that component solutions wu; are strictly positive, that is, ¢ € I,. Notice that
Theorem 1.1 is now equivalent to proving that all quotient functions are identically
constant, 7.e., component solutions are proportional to each other u; = A;;u;.
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Before, we need an auxiliary result, which is a variant of the classical strong
Liouville-type result for biharmonic functions in [26, Theorem 1].

Lemma 3.11. Let g € C*(R") be a nonnegative solution to the fourth linear prob-
lem

A?q+ c3(2)VAG+ co(2)Ag+c1(2)Vg=0 in R",

where cg € C°(R™) is a nonpositive smooth function, and cq,cs € C(R™,R™) are
smooth matrices. If q is bounded above and below, then q is constant.

Proof. Since at critical point zy € R™ of ¢, one has that V¢(xzg) = 0. The proof
follows by noticing that since Vg is a solution a second order uniformly elliptic
operator, a uniqueness result follows by the weak maximum principle from [16,
Theorem 1] and the Harnack inequality from [6, Theorem 3.6]. O

We state the main result of this part, which is a fourth order version of [14,
Proposition 3.1]

Theorem 1’ Let U be a weak nonnegative non-singular solution to (S,). Then,
there exist xg € R™, > 0, and A € Sﬁfl such that U = Aug, ,, where uy, , is a
fourth order spherical solution given by (1).

Proof. For a weak nonnegative non-singular solution i to (S,) and 4,j € I, let us
consider the quotient function ¢;; : R" — (0,00) given by ¢;; := u;/u;. Besides,
by the smoothness result in Corollary 3.2, we get ¢;; € C°(R"™) for all 4,5 € I,.
Moreover, there exists C' > 0 satisfying 0 < ¢;;(z) < C for all z € R™.

In what follows, we divide the argument into two claims. The first one provides
a strong classification for any quotient function.

Claim 1. For alli,j € I, there exists a constant A;; > 0 such that ¢;; = Ayj.
As a matter of fact, a straightforward computation yields

wiA%u; — u; A%, 4 6 4
Alg; = 5 = —VAG;Vu; — —AgiAuy — — Vg VAu;.
J J J

uj

Notice that since U solves (S,), the first term on the right-hand side of the last
equation is zero. Thus, we are left with

4 6 4
Azqij + ;VUjVAqij + ;AUquij + ;VAuquij =0.
J J J

The conclusion is a consequence of Lemma 3.11.

Claim 2.For all i,j € I, it follows

I

/R > ~2u; dx

In fact, this equivalent to prove that mingp, (o) ¢i; — Aij and maxsp, (o) ¢i; —
Ai; as R — oo. To this end, we divide the proof into three steps. The first one
concerns the behavior at infinity of component solutions to (S,).

Step 1: |2|"=%/2u;(x) = og(1) as R — oc.
For R > 0, let us consider the rescaling of U given by Wg(z) = R~ 4/2U(Rz),
which in terms of component takes the form (wg); = R™ */2u;(Rz). Since u; €

.
272y, dx

Ay = (18)



QUALITATIVE PROPERTIES FOR FOURTH ORDER CRITICAL SYSTEMS 3021

L¥7(R™), we get

A% (wp)i = c(n) WP

wr); as R — oo.

and

/ Wr|?" dz=o0p(1) as R — occ.
B2(0)\B1,2(0)

Thus, (wr); — 0 in Cf5.(Bs)2(0) \ Bs/4(0)) as R — oo.
In the next step, we obtain an upper bound for component solutions to (S,),

which provides an interpolation estimate, showing that u; € LP(R™) for 2 < p < 2**.
Step 2: For any 0 < & < 1/2, there exists C. > 0 such that u;(z) < C.|z|(*=™1~2)
for all z € R™.

First, by Step 1 for a given 0 < € < 1/2, there exists R. > 1 sufficiently large
satisfying

o n —4)2
swp o (@) < L
R\ Br_ (0)

e(l—e). (19)

For R > R., let us consider o(R) = max max u,; and the auxiliary function
i€l BBR(I(])

G.(z) = o(R.) ('g) e +o(R) <g)<4_n)€.

Notice that, by construction, we clearly have that u; < G. on dBg(0) U dBg_(0).
Let us suppose that there exists g € Br(0) \ Bg.(0), a maximum point of u;/G.,
which would imply that A(u;GZ!(z)) < 0, and then

Au;(x) S AGZY(z)

. 20
w() = G ) 20)
Furthermore, a direct computation implies
— 4)?
AGTH(x) = Ggl(x)%s(l —e)|z| 72 (21)

Therefore, by Proposition 3.3 we obtain that A%u;(x)—Aw;(z) > 0, which combined
with (20) and (21) yields
 A%ui(z) _ Aug(z) _ AGZHz)  (n—4)?

@) = SR 2 S e S - T ),

This is a contradiction with (19) since our choice of R, > 0. Then, applying the
strong maximum principle, we have

z (4—n)(1—e) z (4—n)e B
w(o) < o) () ro (1) w0\ B, @2

for all R > R.. Thus, using (22) combined with Step 1, and taking the limit as
R — o0, we get

|z| (4—n)(1—e)
u;(z) < o(Re) (R) in R"™
€

Step 3: |z[* "u;(z) = [ fiU(z)) dz + or(1) as R — oo.
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First, since u; € L? (R™), we have [U|? ~2u; € L/ +9(R") for all i € I,
which implies [U/|*" ~2u; € W~22(R"). Recall that (S,) can be reduced to the

following integral system (Z,), from which follows

]

wW%w@ﬁ=A;<w_m>n4EW@Ddy=CMh+b%

= /BR(o) (Iw|f|y|)n_4ﬁ(u(y)) -

& /R"\BR(O) (|$ -yl SiUw) dy.

To control I;, we observe that since

where

and

n—4
x —~
LoAGE) 1| At a=ont (23)
Br(0) |z -y
the following asymptotic identity holds
h=[ @) dy+ont) as R (24)
Br(0)

where the identity (23) holds because the integrand is bounded.
Now it remains to estimate Is. Accordingly, using Step 2, we can write

= ~/]R"\BR(0) (OEmyI)n4 Fuw) dy 2)
|| ||

: /Bmm(r) <|"E - Z/>n4 huw) d+ ~/]R”\B|uc|/2(z> <|$ - y|)n4 fiw)) dy

2%% 1 || n || e n—4 =
<C: =l 5 dy +2 fiU(y)) dy
Blg|/2(@) Y R\ BR(0)

<Cg**,12(n+4)(175)72wn_1|x|n7(n+4)(175)+2n74/ ﬁ(u(y)) dy
a R\ Bp(a)

Choosing € = 4/(n 4+ 4) in (25), we obtain that n — (n +4)(1 —¢) <0, and so
I, =0pr(l) as R — oo,

which combined with (25) and (24), concludes the proof of Step 3.
Now using Step 3, we obtain that for all 7,5 € I, it holds

wi(@) _ [a]"tui(@) _ Jon FiUi(2)) detop(1)

wj(z) |z|uj(x) Jan E(Z/I(m)) dz + og(1) ’

qij(z) =

which by taking the limit as R — oo yields (18).
Finally, combining Claims 1 and 2, we find that u; = A;ju;, which concludes the
proof using the same argument as in the other proof in the last section. O
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3.6. Proof of Theorem 1.1. Using Lemma 3.10 (i) and the classification in [29,
Lemma 11.1], we can compute the D?2?(R", RP)-norm of any classical solution to
(Sp), which enables us to conclude that classical solutions are weak solutions, then
Theorem 1’ can be applied to give the proof for Theorem 1.1 (See Remark 2.6).

Proof. By Lemma 3.10 (ii), we may assume p*(y) < oo for any y € R™. Moreover,
using [29, Lemma 11.1], there exist g € R™ and g/ > 0 and g > 0 such that

n—4

U(z)| = (‘“) © forall zeR™ (26)

W e =P

Let us consider a smooth cut-off function satisfying n = 1in [0,1],0 <7 < 1 in
[1,2) and 7 = 0 in [2,00). For R > 0, setting ng(z) = n(R~'z), and multiplying
the equation (S,) by nru;, we obtain A%u;npu; = |U|*" ~?nru?, which gives us

P

P
Z Auingru; = c(n) Z UZ 2npu? = e(n)lU

i=1 i=1

-
R

Thus,
/ ZA wnru; dz = c(n )/ |U\2**nR dz. (27)
R Rn

" i=1

Using integration by parts on the left-hand side,

/ ZA u;nru; dr = Z/ 2(ngu;) dz. (28)
R

" i=1

Applying the formula for the bi-Laplacian of the product on the right-hand side of
(28),

Z/ u; A 77Ruz dm—Z/ nR ul+4ulVA77RVuJ dz

+ Z/ [6uiAnRAui + 4u; VnrV Au; + umRA2ui] dz,
which combined with (28) provides

P
Z/ [uiAz(nR)ui + 4u; VAngVu,; + 6u; AngAu; + 4uiVnRVAui} dz = 0.
(29)
Again, we use integration by parts in (29) to find

Z [/ u?Ang dor —4 (/ Angp|Vu|? dx —|—/ u; AngAuy; d:v)
Rn Rn Rn

i=1
+6/ u; AngAu; der — 4 (/ winrA?%u; dx —|—/ nrVu; VAu; dxﬂ =0,
]R’n n n

which yields

p
42/ AQUWRUZ- dx
i=1 YR"
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= Z (/ (u3)>Ang dz — 4 Ang|Vu;|* dz (30)
Rn

i=1 Rn

+2/ u; AngAu; der + 4 Au;Vu; Vg dx+4/ nR|Aui|2 dx) .
n R’Vl

Rn

As a result of (27) and (30), we obtain

J..

1
= Z/ U*A%ng dx—/R |VU|>Ang da (31)
1
+§/ U, AU)Ang der/ (AU, VU)VnR dz+/ |AU|?ng dz.
n n ]Rn

ok

nr dz

Moreover, we have
/ U[PA%ng dz = O(R*™) as R — oo.
R’V‘L
Indeed, we observe

‘/ U|>A%ng dx
Rﬂ,

< / U2 A2 da
Rﬂ,

< HAQURHC’O(R")/ U? da
Bar(0)\Br(0)

AQ N 2R
< H 77”210(11% ) / |u(r)|2rn71 dr
R R

AQTI 0(Rn™ Z/{ QOC n 2R
< | lco® )4” 17 (R )/ L gy
R R

= C(n)R" .

Analogously to the others terms, we get the following estimates
/]R |VU*Ang dz = O(R*™™) as R — 0
and
/ U, AUYAng dz = / (AU, VU)Vnr dz = O(R'™) as R — oo,
which, by taking R — oo in (31), we find that nr — 1 in the C°(R"™)-topology, and
/ |AU|? da = c(n)/R U*" dz < .

Since || has the classification (26), a direct computation yields
/ UP de = S(n)™,

where S(n) = c(n)wﬁ/n. Hence, U € D*%(R",RP) is a weak solution to (S,), and
the proof follows as a direct application of Theorem 1°. O
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3.7. Maximizers for a vectorial Sobolev inequality. We show that solutions
obtained in Theorem 1.1 are the extremal p-maps for a type of vectorial higher order
Sobolev embedding. As usual, let us denote by D¥4(R™ RP) the Beppo-Levi space
defined as the completion of C'2°(R™, RP) with respect to the norm provided by the
highest derivative term. Notice that if ¢ = 2, then D¥2(R" RP) is a Hilbert space
as the usual scalar product given by (U,V) = Y27 (us, vi)pr.2(rny. Moreover, for
the fourth order critical Sobolev exponent 2** = 2n/(n—4), we have the continuous

embedding, D??(R",R?) < L*" (R™,RP) with
||u||L2**(R",RP) < S(nap)||u‘|’D2~2(R",RP)~ (32)

Our result states that the solutions to (S,) are the extremal functions for (32).
Remarkably, the best constant in (32) coincides with the one when p = 1, that is,
S(n,1) = S(n,p) for all p > 1.

Proposition 3.12. Let Uy, , be a spherical solution to (S,). Then, up to constant,
Uy, 15 the unique extremal family of extremal p-maps for the Sobolev inequality
(32), that is,

Uzo ull D22 (R RPY) = S (10, P) Uiy ]l L2 (R P - (33)
Moreover, S(n,p) = S(n) for all p > 1.

Proof. Initially, we observe

PR / 2
S(n,p) Hzl)I(lﬂgn) ; o |Au; | de, (34)
where HP(R™) = {U € D>*(R",RP) : [U| 12#* (mn gey = 1}. When p = 1, this result
is a consequence of Theorem A.

Claim 1. S(n,p) = S(n) for allp > 1.

In fact, by taking u € D?2(R") satisfying ||u|| 2+ ®ny = 1, we have that U = ueq
belongs to HP(R™), where e; = (1,0,...,0). Substituting I/ in (34), we get that
S(n,p) < S(n).

Conversely, we have

P 2/2 P
(Z/ Jui |2 d:c) < S(n)*lz/ |Au;|? d. (35)
i=1/R" i=1 /R

Therefore, by (35) we find that S(n,p)~! < S(n)~!, which gives us the proof of the
claim.
Also, using the following computation

[Uszo,ullD2.2(Rn RP) [ty pull D22 (R

= = S(n).

||Umo,u||L2**(Rn,Rp) ||Umo,u||L2**(Rn)
To prove the uniqueness, observe that if I/ satisfies that (33), then, up to constant,
U satisfy A2U = c(n)|U|>” —2U in R, which, by Theorem 1.1 concludes the proof
of the proposition. O

4. Classification result for singular solutions. The objective of this section is
to present the proof of Theorem 1.2. We prove that each component of a singular
solutions to (S,) are superharmonic. Then, we show that singular solutions to
(Sp) are radially symmetry about the origin. We obtain radial symmetry via an
asymptotic moving planes technique; this property turns (S,) into a fourth order
ODE system. Eventually, we define a Pohozaev-type invariant by integrating the
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Hamiltonian energy of the associated Emden—Fowler system. Moreover, we prove
that the Pohozaev invariant sign provides a removable singularity classification for
strongly positive solutions to (S,), which combined with a delicate ODE analysis
completes our argument. Here, as in Proposition 3.2, we emphasize that weak
singular solutions to (S,) are classical solutions as well (c.f. [36, Proposition 3.1]).
Here our approach follows the ones in [39, 38, 31, 29, 28, 22, 21, 20, 19, 18, 12].

4.1. Superharmonicity. We prove some superharmonicity result for solutions to
(Sp), which will be use in the moving planes technique. For this, we need to establish
some preliminary results concerning the integrability of solutions to (S,). Namely,
we show that any nonnegative singular solution to (S,) is distributional in the sense
of (5).

Lemma 4.1. Let U be a nonnegative singular solution to (S,). Then, it holds
Ue L 1 (R™RP). In particular, U is a distribution solution to (S,).

Proof. For any 0 < ¢ < 1, let us consider 7. € C*° (R™) with 0 < n. < 1 satisfying

0, if|z|<e
\T) = - 36

me() {1, if o] > 2, (36)
and | DU (z)| < Ce™ for j > 1. Define & = (ng)nTH. Multiplying (S,) by &,
and integrating by parts in B, with r € (1/2,1), we obtain

/ U7 €, do =
B,

On the other hand, there exists C' > 0 such that

O, Au; do, + / u; A%, dz forall iel.

OB, B

2 —4 nd R os
|A £5| <Ce (778) X{e<|z|<2e} = Ce (gs)" X{e<|z|<2e}>
which, by Hoélder’s inequality, gives us

/ u; A€, dx
B,

n—4

< 0574/ w; €2 do
{e<|z|<2¢}
n—4
n+t4
8n 8
< Cetenti / U "= ué. da
{e<|z|<2¢e}

8 H
<C / |U| =T u& dx .
{e<|z|<2¢e}

Thus, it follows

n+4
[ g ar< [ oaudo o | U )
B. 9B {e<|z|<2¢}

which provides a constant C' > 0 (independent of €) such that

/ |M\”%4uife dx < C.

r

Now letting ¢ — 0, since u; < |U|, we conclude that u; € L (By) forall i € I
and the integrability follows.
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For any nonnegative ® € C2°(R™,R?), we multiply (S,) by d = 1P, where 7,
is given by (36). Then, using that [U| € Lata (B,) and integrating by parts twice,
we get

[ o) do= [ quiune) i (37)
R R
By a direct computation, we find that A? (n.¢;) = n.A%¢; + <F, where

6 = 4(Vn., VAG;) + 2An.Ad; + 4An.A¢; + 4(VAn., V) + ¢ A%..

Furthermore, using Hélder’s inequality again, we find

n—4

s n+4
SC’(/ U7, dx)
{e<|z|<2¢e}

n—4
ntd
<C / |Z/l;i3dx —0 as €—0,
{e<|z|<2¢}

where . = (¢f,...,5;) € C2°(R",RP). Finally, letting e — 0 in (37), and applying
the dominated convergence theorem the proof follows. O

/ ) da

Finally, we present the most important result of this subsection

Proposition 4.2. Let U be a nonnegative singular solution to (S,). Then, U
is a superharmonic p-map in the distributional sense, that is, for all nonnegative
® € C*(R™,RP), one has [, (AU, A®) dz > 0. Moreover, U is superharmonic in

R™\ {0}.

ntd
Proof. Proceeding similarly to Lemma 4.1, one can prove that || € L"_*(R").
Let n. € C°(R™) be the cut-off function given by (36) and ® € C°(R",RP) be
a nonnegative test p-map. Then, multiplying (S,) by n.¢; for each i € I, and

integrating by parts twice, we get

8
n—4 U; dx

= A (ne;) Au; dz
R™

= Au; (Apine +¢5) du,
Rn
where ¢¢ = i, V1) + @;An.. Notice that ¢ (z) =0 when |z| < e or |z| > 2¢,
h : 2(Voe;, V OiA Noti hat ¢f 0 wh 2

and |Agf (z)| < Ce™4, for some C > 0.
n(n—4)
n+4

S/ ui|Ags| dz
n—4
RS n—4
< Ce™? / |U|%ul dz en(1-7%3)
{e<]z|<2¢}

<(Ce / U de |  en(0-55)
{e<|a|<2¢}

n(n—4)

< QT 50 as e — 0,

In addition, since n — 4 — > 0, the following estimate holds,

Au,s; dz
R"L
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which implies

/ Au;Ag; do = ;L)r% (Au;Ag; do + neAg;Au;) da = (;SZ|Z/{|ﬁuZ dz > 0.
n R Rn
Thus, —Auw; is superharmonic in the whole space R™ in the distributional sense for
all 4 € I, which gives the first part of the proof.

To prove the second statement, given 0 < € < 1, let us consider uf := —Au; +¢€.
Using Lemma 4.1, there exists a constant C > 0, depending only on n and s, such
that for all |z| > 4, it holds

3
3 Ja 9+ ‘Du)ui(m)’ <c,
§=0

which yields that lim|,|_,o |Au;(x)| = 0 for all i € I. Whence, for any 0 < ¢ < 1,
there exists R. > 1 such that u$ > &/2 for || > R.. Finally, using that uf is
superharmonic in R” in the distributional sense, we have that @5 > 0 in R™ \ {0},
which, by passing to the limit as e — 0, provides —Au; > 0 in R™ \ {0}. The last
inequality concludes the proof of the lemma. O

4.2. Asymptotic moving planes technique. In this subsection, using a variant
of the moving planes technique, we prove that singular solutions to (S,) are radially
symmetric about the origin. In our case, solutions are singular at the origin, thus,
to show that they are rotationally invariant, we need to perform an adaptation of
Aleksandrov’s method.

Proposition 4.3. Let U be a strongly positive singular solution to equation (S,).
Then, U] is radially symmetric about the origin and monotonically decreasing.

Proof. Since U is a singular solution, we may suppose without loss of generality that
the origin is a non-removable singularity of u;. Fixing z # 0 a non-singular point
of U, that is, lim,_,. [U(x)| < oo, we perform the fourth order Kelvin transform
with center at the z and unitary radius,

(ui)z1(z) = |2 |* "y (2 + x|2> for iel.
z
Denoting u; = (u;).1, we observe that @ is singular at zero and zo = —z/|z|?,

whereas the others components are singular only at zero. Furthermore, using the
conformal invariance of (S,), we get

A% = c()|U? "2 in R™\ {0, 2}
Let us set ¥;(x) = —Au;(x), thus ¥;(z) = O(|z[*> ") as |z| — oo. Using Proposi-
tion 4.2, we have that ¥; > 0 in R™ \ {0} has the harmonic asymptotic expansion
as |z| — 0,
0i(x) = apolz*™" + aja; |z~ + O(jx| ™)
O, Vi) = (2 = n)asow;j|| ™" + O(|z[")
Ozya; Vi() = O(|z[ ),
where a;o = —AV;(2) and a;; = 0, — AV;(2).
Considering the axis defined by 0 and z as the reflection direction, we can suppose

that this axis is orthogonal to the positive x,, direction, that is, given the unit vector
e, =(0,0,...,1). For A > 0, we consider the sets

Syi={x eR":a, >} and T\ :=0%,,
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and we define the reflection about the plane T by
= (T1,. , Tpo1,Tp) > Tx = (T1,. .., Tp_1,2\ — Tp).
Let us also introduce the notation (w;)x(x) = w;(x) — (u;)r(x), where (@;)x(x) =
u;(xy). Then, showing radial symmetry about the origin for singular solutions to
(Sp) is equivalent to proving the following
(wi)x=0 for A=0. (38)
Subsequently, we divide the proof of (38) into three claims.

Claim 1. There exists A > 0 such that (w;)x < 0 in Xy for all \ < Xy and i € I.
In fact, notice that (w;), satisfies the following Navier problem

AQ(wi))\ = (bl))\(wl)A in E)\ (39)
A(w;)y = (wi)x =0 on T,
where _ _
2¥F_2~\ 2%* 9~ B
(b)x = c(n)|Ux| (i) — c(n)|U B i 5

Uy — ()
Then, as a consequence of [31, Lemma 3.1], there exist A\g < 0 and R > |2|+10'" >
1 such that

A(wi)a(x) = (9:)a(z) —9i(x) <0 for 2€ Xy, A< and |z|>R. (40)
In addition, by [7, Lemma 2.1] we can find C' > 0 satisfying
di(x) > C for x € Br\{0,20}. (41)

Since ¥;(z) — 0 as |x| — oo, combining (40) and (41), there exists A\; < Ao such
that

A(w)a(r) = (9:)a(z) = 9i(x) <0 for z€Xy and A< A forall i€l
(42)
Using that lim;| o0 (w;)a(2) = 0, we can apply the strong maximum principle to
conclude that (w;)x(z) > 0 for all A < A; and i € I, which implies the proof of the
claim.
Now thanks to Claim 1, we can define the critical sliding parameter given by

A =sup{\ < 0: A(w;)x < 0on Xy foreach A < Aand i € I}.

Claim 2. (w;)x» =0 forallie 1.

Fix 7 € I and suppose by contradiction that (w;)x«(zg) # 0 for some xg € Xy~
By continuity, we have that A(w;)x- < 0 in Xy, Since lim|y|_ oo (wi)r-(z) = 0, a
strong maximum principles yields that (w;)x~ > 0 in Xy«. Also, by (S,), we get
A2(w;)ae = [U12 20 — [Une |2 2 (@) x- (z) > 0. Hence, A(w;)x- is subharmonic.
By employing the strong maximum principle again, we obtain that A(w;)x~ < 0.
In addition, by the definition of A\*, there exists a sequence {A\;}ren such that,
Ak ' A* and sups;, A(w;i)a, (w) > 0. Observing that lim ;|0 A(w;)a, (z) = 0, we
can find x, € ¥, satisfying

Alwi)a, (zr) = sup Awi)x, (2). (43)

By [31, Lemma 3.2], we observe that {xj}ren is bounded. Thus, up to a subse-
quence, we may assume that xp — zo. If g € X+, passing to the limit in (43),
we obtain A(w;)x(z9) = 0, which is a contradiction with A(w;)x«(z9) < 0. If
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xo € Ta» we have that V(A(w;)a=(x0)) = 0. This contradicts the Hopf boundary
Lemma, because A(w;)y+ is negative and subharmonic in ¥y«.

Claim 3. \* =0.

Let us assume that the claim is not valid, that is, A* < 0. Then, for A = \*,
it holds (w;)x= < 0 for all ¢ € I. In particular, it follows that (wq)y~ < 0. Since
lim| |, u1(x) = 0o, we observe that u; cannot be invariant under the reflection
xx+. Thus, using a strong maximum principle for (39), we conclude

up(x) <wup(xy) for ze€ Xy and xx ¢ {0,20}. (44)

Notice that as a consequence of \* < 0, we have that {0,z9} ¢ Th~. Whence,
applying the Hopf boundary Lemma, we get

By, (1 (22+) — U1 (x)) = —20y, 711 (z) > 0. (45)

Now choose {Ax}reny such that A\ 7 A* as k — oo and xp, € 3, such that
U1 (2, ) < Ui(zg). Then, by [31, Lemma 3.2], we obtain that {x};en is bounded.
Whence, 7, — T € Ly« with @1 (Zx+) < u1(Z). By (44) we know that € 9¥ - and
then 9., u1 (Z) > 0, a contradiction with (45), which proves (38). O

4.3. Cylindrical transformation. Let us introduce the so-called cylindrical trans-
formation. Using this device, we convert singular solutions to (S,) in the punctured
space into non-singular solutions in a cylinder.

Considering the vectorial Emden—Fowler change of variables (or logarithm coor-
dinates) given by V(t,0) = rU(r,0), where r = |z|, t = —Ilnr, 0 = 0 = z/|z|,
and v = (n —4)/2 is the Fowler rescaling exponent, sends the problem to the en-
tire cylinder Coo = R x S*~1. In the geometric setting, this change of variables
corresponds to the conformal diffeomorphism between the cylinder Co, and the
punctured space ¢ : (Coo, gey1) — (R™\ {0},d0) defined by ¢(¢,0) = e ‘0. Here
gey1 = dt? + do? stands for the cylindrical metric with d = e=2!( dt? + do?)
its volume element obtained via the pullback ¢*dg, where §y is the standard flat
metric.

Using this coordinate system, and performing a lengthy computation, we arrive
at the following fourth order nonlinear PDE on the cylinder,

Agylvi =c(m)|V)* "2 on Ca. (46)
Here V = (v1,...,vp) and Agyl is the bi-Laplacian in cylindrical coordinates given
by
Agyl = 8t(4) — Kgat(z) + Ko + Ag + 28§2)A9 — JoAy,
where Ky, Ko, Jy are constants depending only in the dimension defined by

n?(n —4)2 n? —4n+8 n(n —4)
PN k=TT d gy = Y
16 ’ 2 2 an 0 4

Along this lines let us consider the cylindrical transformation of a p-map as follows

F:CPR"\ {0}, RP) = C*(Coo, RP) given by F(U) =7r"U(r,0).

Koy = (47)

Remark 4.4. The transformation § is a continuous bijection with respect to the
Sobolev norms || - [[p2.2n\{o},rey and || - || g2(c.. rr), respectively. Furthermore,
this transformation sends singular solutions to (S,) into solutions to (46), and, by
density, § : D*2(R™\ {0}, RP) — H?(Cwo, RP).
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4.4. Pohozaev invariant. The Pohozaev invariant is a homological constant re-
lated to the existence and classification of solutions to a large class of PDEs. Let us
also emphasize that the existence of the Pohozaev-type invariant is closely related
to conservation laws for the Hamiltonian energy of the ODE system (48).

Since we already know that solutions are rotationally invariant, the cylindrical
transformation converts (S,) into a fourth order ODE system with constant coeffi-
cients. More specifically, using Proposition 4.3, we arrive at

{vlw - KQ'UZ(2) + Kov; = c(n)[V|* ~2v; in R for i€l (48)

0:(0) =a;, v0)=0, vP0)=1b;, vP0) =0,

K2

where V = (v1,...,v,) and a;,b; € R for all ¢ € I.

Remark 4.5. Notice that the vanishing of the first and third derivatives of the
component solutions to (48) at origin is a consequence of the fact v; : Co, — R for
any ¢ € I is an even function and invariant by translations. This happens for two
reasons. First, there are only even-order derivatives on the right-hand side of (48).
Second, the strongly coupling nonlinearity in the left-hand side of is even in the
sense that f;(=V) = f;(V) for all p-map V : Co, — RP and i € I, where we recall
fi(V) = ¢(n)|V[* ~2v;. A formal proof involves a comparison principles which is
based on a double application of the strong maximum principle. The interested
reader may consult [18, 37] for more details.

Let us define an energy conserved in time for all p-map solutions V to (48).

Definition 4.6. For any V strongly positive solution to (48), let us consider its
Hamiltonian Energy given by
1 K K x
H(t,V) = =V (1), VO )+ 5 VO 0P+ L IVO @) - VO P+em) V(0P
(49)
where ¢(n) = (2**)"te(n).

Let us remark that this quantity satisfies
O H(t, V) = 0. (50)

In other words, the Hamiltonian energy is invariant on the variable ¢t. In addition,
we can integrate (49) over S ! to define another conserved quantity.

Definition 4.7. For any V strongly positive solution to (48), let us define its
cylindrical Pohozaev functional by

PCyl(ta V) = L H(tv V) dé.
Sy~
Here S;'~! = {t} x S"~! is the cylindrical ball with volume element given by df =
e~ 2" do, where do, is the volume element of the euclidean ball of radius r > 0.

By definition, Pcy1 also does not depend on ¢ € R. Then, let us consider the
cylindrical Pohozaev invariant Peyi(V) := Pgy(t,V). Thus, by applying the in-
verse of cylindrical transformation, we can recover the classical spherical Pohozaev
functional defined by Pspn(r,U) := (Pey1 0 F 1) (V).

Remark 4.8. We do not provide the formula explicitly for the spherical Pohozaev,
because it is too lengthy and is not required in the rest of this manuscript (for an
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expression in the scalar case, see [13, Proposition 4.1]). The cylindrical Pohozaev-
invariant is enough to perform our methods. Indeed, fixing #H(t,V) = H and
Pspn(r,U) = P, we have that w,_1H = P. In other words, the Hamiltonian energy
H and spherical Pohozaev invariant P have the same sign.

Remark 4.9. There exists a natural relation between the derivatives of Pspn and
‘H respectively,
Or Pspn(r,U) = rOH(E, V).

Thus, for any solution U, the value Pgpn(r,U) is also radially invariant.
Now it is convenient to introduce an essential ingredient of our next results.

Definition 4.10. For any U strongly positive solution to (S,), let us define its
spherical Pohozaev invariant given by Pepn(r, U) := Pspn(U).

Remark 4.11. For easy reference, let us summarize the following facts:

(i) There exists a type of equivalence between the cylindrical and spherical Pohozaev
invariants, Pspn(U) = wy—1Pey1(V), where wy, 1 is the Lebesgue measure of the unit
sphere in R"~ 1.

(ii) The Pohozaev invariant of the vectorial solutions are equal to the Pohozaev
invariant in the scalar case, which can be defined in a similar way using the Hamil-
tonian energy associated to (Si). More precisely, we define Pspn(u) = Peyi(rTu),
where

1 K, Ky R o
Peyi(v) = /Sni1 {—v(?’)v(l) + §|v(2)|2 + 7\v(1)|2 - 7|v|2 +é(n)o|? | de.

Hence, if the non-singular solution is Uy, ,, = Ay, for some A € Sﬁ_l and ug,,, a
spherical solution from Theorem A, we obtain that Pspn(Us,. ) = Psph(Uzy,u) = 0.
Analogously, if the singular solution has the form U, 7 = Au, 1 for some A € Sf:*l
and u,r a Emden-Fowler solution from Theorem B, we get that Pspn(Ue,r) =
Psph(ua,T) < 0.

4.5. ODE system analysis. In this subsection, we perform an asymptotic analysis
program due to Z. Chen and C. S. Lin [18, Section 3]. This analysis is based on the
Pohozaev invariant sign, which combined with some results from [20, 12] determines
whether a solution to (S,) has a removable or a non-removable singularity at the
origin.

Before studying how this invariant classifies solutions to (S,), we need to set
some background results concerning the asymptotic behavior for solutions to (48)
and their derivatives.

Definition 4.12. For any V solution to (48), let us define its asymptotic set given
by
P
AWV) = QA(vi) C [0,00], where A(v;):= {l € [0, 00] : tllgloo v (t) = l}.
In other words, A(V) is the set of all possible limits at infinity of the component
solutions v;.

The first of our lemmas states that the asymptotic set of V is quite simple, in
the sense that it does not depend on i € I, and coincides with the one in the scalar
case.



QUALITATIVE PROPERTIES FOR FOURTH ORDER CRITICAL SYSTEMS 3033

Lemma 4.13. Let V be a strongly positive solution to (48). Suppose that for all
i € I there exists l; € [0,00] such that limy_, 400 v;(t) = 1;. Thus, I; € {0,1*}, where
* = pilKonT_él; in other terms, A(V) = {0,1*}. Moreover, if Pey1(V) > 0, then
*=0.

Proof. Here it is only necessary to consider the case ¢ — oo since when ¢ — —oo,
taking 7 = —t, and observing that V(7) := V(t) also satisfies (48), the result follows
equally.

Suppose by contradiction that the lemma does not hold. Thus, for some fixed
1 € I, one of the following two possibilities shall happen: either the asymptotic limit
of v; is a finite constant I; > 0, which does not belong to the asymptotic set A(V),
or the limit blows-up, that is, [; = 4o00.

Subsequently, we consider these two cases separately:

Case 1: [; € [0,00) \ {0,1*}.
By assumption, we have

i (s

which implies

n+4

%vi(t) — Kovi(t)) =k, where k:=c(n)pl] " — Kol; #0, (51)

e(n)| V|7 0y(t) — Kovi(t) = ol (8) — Ko™ (#). (52)
A combination of (51) and (52) implies that for any € > 0 there exists T; > 1
sufficiently large satisfying

k—e< vi(4)(t) - ngl@)(t) <k+e for t>T,. (53)
Now, integrating (53), we obtain
¢

/t(/@ —g)dr < /t [vl@ (1) — K2v§2) (7')} dr < / (k+¢) dr,

T; T; T;
which provides
(k—e)(t—T) + CL(T}) < vP(t) — Kov () < (5 +€)(t — T)) + C1(Ty),  (54)

where C1(T;) > 0 is a constant. Defining § := sup,>r, [vi(t) — vi(T;)| < oo, we
obtain

< |K2d.

t
/ ngfl)(T) dr
T;
Hence, integrating (54) provides
(k—¢)
2
where L(t), R(t) € O(t?), namely
Then, repeating the same integration procedure in (55), we find
(k—¢) (k+e¢)
24 2

Therefore, since x # 0 we can choose 0 < ¢ < 1 sufficiently small such that x — ¢
and x+¢ have the same sign. Finally, by passing to the limit as ¢ — oo on inequality
(56), we obtain that v; blows-up and I; = oo, which is contradiction. This concludes
the proof of the claim.

(k+e)

(=T + L(t) <o (1) <~

(t=T))* + R(t), (55)

(t —T)* + O(t*) < vi(t) < (t—T)*+ Ot as t—oco. (56)
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Case 2: [; = oo.

This case is more delicate, and it requires a suitable choice of test functions
from [34]. More precisely, let ¢g € C*°([0,00]) be a nonnegative function satisfying
¢o > 01n [0,2),

1, for0<2z<1,
¢o(2) = {0, for z > 2,

and for j € {1,2,3,4}, let us fix the positive constants
2 4(9)
o6 ()]
M; ::/ —— dz. (57)
T o go(2)]

Using the contradiction assumption, we may assume that there exists T; > 0 such
that for ¢t > T;, it follows

0! (1) — Kov® (1) = é(n)| V()77 (t) — Kovi(t)

. . (58)
> i) 7T — Kovi(t) > @vi(ﬂ ntd
and t
1 .
ol () = Koo () = §/T vi(r) " T dr 4+ Cy(Th). (59)

Besides, as a consequence of (59), we can find T} > 7T; satisfying vgs) (Tr) —
ng(l)(Ti*) := v > 0. Furthermore, since (48) is autonomous, we may suppose
without loss of generality that T = 0. Then, multiplying inequality (58) by

d(t) = ¢o(7/t), and by integrating, we find

n+4

T’ 7 -
/0 i (7)o (r) dr — K> /0 v (r)g(r) dr > % /0 vi(7) " dr,

where T = 2T. Moreover, integration by parts combined with (;S(j)(T’) = 0 for
7 =0,1,2,3 implies

T’ T’ T’
/ vi(1)¢™ (T)vi(r) dr — K2/ vi(1)¢ P (1) dr > —C(;) / 0 (T) i dr 4o
0 0 0
(60)
On the other hand, applying the Young inequality on the right-hand side of (60),
it follows

) ntd G) ()| 2
w69 (7)] = 0 (r)p(r) + AT (61)
¢(1)s
Hence, combining (61) and (60), we have that for 0 < ¢ < 1 sufficiently small, it
follows that there exists C; > 0 satisfying

T @ () 2 @) ()| T nia
Cl/ [cﬁ @IF |, 92 () ]dT>c<M/ ()2 dr 1o
0 0

n—4 n—4 = 4

o(r) s o(r) s
Now by (57), one can find Cy > 0 such that

n+4

T
Cy (Mﬂ’*% - MQT*%) > C(Z) / vi(T) "5 dr. (62)
0

Therefore, passing to the limit in (62) the left-hand side converges, whereas the
right-hand side blows-up; this is a contradiction.
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For proving the second part, let us notice that

. Kooy o o 2
tllzgopcyl(tav) = Wnp—-1 <2l |2 —C(Tl)‘l |"_4> >0,
which implies * = 0 and Py (V) = 0. O

The next lemma shows that if a component solution to (S,) blows-up, then it shall
be in finite time. In this fashion, we provide an accurate higher order asymptotic
behavior for singular solutions to (48), namely, 2, A (V@) = {0}

Lemma 4.14. LetV be a strongly positive solution to (48) such that lims_, 1o vi(t) €
A(V) for alli € I. Then, for any j > 1, we have that , ligl vfj)(t) =0.
— 00

Proof. As before, we only consider the case t — co. Since A(V) = {0,1*} we must
divide our approach into two cases:
Case 1: lim;, 1, v;(t) = 0.

For each ordinary derivative case 5 = 1,2,3,4, we construct one step. When
j > 5, the proof follows directly from lower order derivative cases, and it is omitted.
We start with j = 2:

Step 1: A(vl@)) =0.
By assumption v;(t) < I* for t > 1 large, one has

o — K = (c(n)|V|%vi — Kovi) <0.

Defining B;(t) = v§2) (t) + Kov;(t), it holds that Bi(Q)(t) < 0 for all t € R, and
thus, B; is concave near infinity, which implies A(B;) # 0. Hence, there exists
by € [0, 00] such that bf := lim;_, o B;i(t) and b} := lim;—, 1152)(75). Supposing that
by # 0, there exist three possibilities: First, if we assume b} = oo, then we have
that lim;_, o vgl)(t) = o0, which is contradiction with lim;—, . v;(¢) = 0. Second,
assuming 0 < b7 < oo, it follows that vZ@)(t) > bit/2 for t > 1 sufficiently large; thus
vgl)(t) > bit/4, which is also a contradiction with the hypothesis. Third, b* < 0,
then using the same argument as before, we obtain that v(l)(t) < bit/4, leading to

the same contradiction. Therefore b7 = 0, which concludes the proof.
Step 2: A(vl(l)) =0

Indeed, for ¢ > 1 large, there exists 7 € [t,¢ + 1] satisfying v;(t + 1) — v;(¢) =
vgl)(t) + %1)1(2)(7), which, by taking the limit, and since 7 — oo if ¢ — oo, one gets
that v;(t+1) — 0 and v;(t) — 0, which provides lim,_, o vf)
one has that vgl)(t) — 0.
Step 3: A(vl(g)) =0.

Since H; is concave for large ¢ > 1 and B;(t) — oo as t — oo, we find

limy o0 BZ-(I)(t) = 0. Consequently, 112(3)(75) — 00 as t — 00.

Step 4: A(’UZ@)) =0.

By equation (48) and by Step 1, we observe that 054) (t) = oo as t — 0.

As a combination of Step 1-4, we finish the proof of Case 1.

The second case has an additional difficulty. Precisely, since v;(t) — [* as t — oo
for sufficiently large ¢ > 1, there exist two possibilities: either v; is eventually

(1) — 0. Consequently,
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decreasing or v; is eventually increasing. In both situations, the proofs are similar;
thus, we only present the first one.
Case 2: lim;_, o v(t) = I*.
Here we proceed as before.
Step 1: .A(UZ@)) =0.

Since we are considering v; is eventually decreasing, there exists a large 7; > 1
such that v;(t) > I* for ¢ > T; and we get that v§4)7K2vi(2) = (c(n)|V|ﬁvi - Kovi)
> 0. In this case, B; is convex for sufficiently large ¢t > 1. Hence, A(B;) # 0
and there exists b = limy o0 B;(t). Since v;(t) — I* as t — oo, we get that
limy 00 v(2)(t) = b}, where b7 = b§ — Kol*. Now repeating the same procedure

i

as before, we obtain that b} = 0 and thus lim; ,o B;(t) = Ksl*, which yields

A@®) =o0.
The remaining steps of the proof follow similarly to Claim 1, and so the proof of
the lemma is finished. O

Before we continue our analysis, it is essential to show that any solution to (48)
is bounded.

Lemma 4.15. Let V be a strongly positive solution to (48). Then, v;(t) < I* for
all i € I. In particular, |V| is bounded.

Proof. For i € I, let us define the set Z; = {t >0: vgl)(t) = 0}. We divide the
proof of the lemma into two cases:

Case 1: Z; is bounded.

In this case, we have that v; is monotone for large ¢ > 1 and A(v;) # . There-
fore, using Lemma 4.13 we obtain that v; bounded by [* for ¢ > 1 sufficiently
large.

Case 2: Z; is unbounded.

Fixing H > 0, we define F(7) = &(n)|7|*" —$|7|?, which satisfies lim, o F(7) =
0o. Therefore, there exists R; > |v;(0)| such that F(7) > H for 7 > R;.

Claim 1.|v;| < R; on [0, 00).

Supposing by contradiction that Mg, = {¢t > 0 : |v;(¢)| > R;} is non-empty, we
can define t7 = inf Mp, Vi, which is strictly positive by the choice of R;. Thus, we
obtain that v;(tf) = R; and also vl(l)(tf) > 0. In addition, since Z; is unbounded,
we have that Z; N [tF,00) # 0. Therefore, considering T} = inf 7.+ 00) vi- Hence,

ok *

since solutions are classical and v (T}") = 0 implies that vl(l)(t) >0 forall t €
[t;, T;]. Eventually, we conclude that v;(T*) > R; and H(T},V) = 3[VO(T7)> +
F(JV(T})|) > H, which is a contradiction with (50). To complete the proof lemma,
one can check that R; =1* for all 7 € I. O

Lemma 4.16. Let V be a strongly positive solution to (48). Then, it follows that

Ugl)(t) < yvi(t) for alli € I and t € R, where we recall that v = 25* is the Fowler
rescaling exponent.

Proof. Let us define
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Then, by a direct computation, we get that ¥ = 7. Setting

Ky K2 K5 K2
M=— —/=2 - K, d h="214/=2_K
1 B 1 0 an 2 5 + 1 05

we have that A\y + Ay = K5 and A Ay = K. Defining the auxiliary function
oi(t) = UZ@) — Aow;(t), we observe that gbz(-Q) —Aogp; = |V|%vi and 7(;552) + A2¢; < 0.
Hence, since V is a strongly positive solution to (2) by the strong maximum principle,
we get that ¢; < 0, which implies that w; = vgl)/vi satisfies

. (2) ;
wgl) :—w?—&-)\l—kﬁ and U;_ =/\1+%- (63)

Moreover, by Lemma 4.13, there exists tg € R such that vgl)(to) = 0, which provides
w;(to) = 0. Setting M := {t > to : w;(t) > /A1 }, the proof of the lemma is reduced
to the next claim.

Claim 1.M = {).
Indeed, supposing the claim is not true, we set t; = inf M. Notice that ¢; > ¢,
wgl)(tl) > 0 and w;(t1) = VA1. On the other hand, by (63), we obtain that

wgl)(tl) = % < 0, which is a contradiction with the fact that v; is positive since

¢; < 0. This finishes the proof of the claim. O
As an application of Lemma 4.16, we complete the proof of Proposition 4.3, which
states that any component of U/ is radially monotonically decreasing.

Corollary 4.17. Let U be a strongly positive singular solution to (S,). Then,
Orui(r) <0 for allr >0 and i € 1.
Proof. By a direct computation, we have that d,u;(r) = —r7~1 v§1)(t) - ’yvi(t)]

Then, the proof of the corollary is a consequence of Lemma 4.16. O

4.6. Removable singularity classification. After establishing the previous lem-
mas concerning the asymptotic behavior of global solutions to the ODE system (48),
we can prove the main results of the section, namely, the removable-singularity clas-
sification and the non-existence of semi-singular solutions to (S,). These results will
be employed in the proof of Theorem 1.2. More precisely, we show that the Po-
hozaev invariant of any solution is always nonpositive, and it is zero, if, and only if,
the origin is a non-removable, otherwise, for singular solutions to (S,) this invariant
is always strictly negative.

To prove our removable singularity theorem, we need to define some auxiliary
functions. For i € I, let us set ¢; : R — R given by

1 K K . .
pilt) =0 (O] (1) = Sl OF = F oV OF + Pl = ém)lvi)

Remark 4.18. By Lemma 4.14, we observe that

e (1) = clm) (VO 72 = i ()F772) vl ).

Since |V| > |v;|, we have that sign(cpgl)) = sign(vil)). In other terms, the mono-

tonicity of ¢; is the same as component function v;. Moreover, it holds that
Yi1pi(t) = —H.

Proposition 4.19. Let U be a strongly positive singular solution to (S,). Then,
Peph(U) < 0 and Pepn(U) = 0, if, and only if, U € CHS(R™,RP), for some ¢ € (0,1).
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Proof. Let us divide the proof into two claims as follows. The first one is concerned
with the sign of the Pohozaev invariant. Namely, we show it is always nonpositive.

Claim 1. If Ps,n(U) > 0, then Pspn(U) = 0.
Indeed, let us define the sum function vy : R — R given by vx(t) = Y7_, v;(t).
Hence, by Lemma 4.13, for any v; there exists a sufficient large #; > 1 such that

1(1)(@-) = 0. Furthermore, by Lemma 4.14 for any i € I, we can find a sufficiently

large t; > ¢; > 1 such that vgl)(t) < Oforallt > t;. Then, choosing t, > max;c;{t;},
we have that v(zl)(t) < 0 for ¢t > t,, which implies lim; ,~ v;(t) = 0. Consequently,
by Lemma 4.16, we conclude that Pspn(U) = 0.

In the next claim, we use some arguments from [20, Lemma 2.4] to show that

solutions with zero Pohozaev invariant have a removable singularity at the origin.

Claim 2.If Ps,n(U) = 0, then U € CHS(R™,RP), for some ¢ € (0,1).
In fact, note that vy satisfies

(%

o) — Koo + Kovs = e(n)|[V2" o, (64)

Setting f(V) = c(n)|V|2" ~2vg, since v;(t) — 0 as t — 00, it follows that lim,_,
f(V(t)) = 0. Then, we define 7 = —t and Us(7) = vs(t), which implies that vy also
satisfies (64). Moreover, lim;_, o, vy (t) = lim, o 0x(7) = 0 and also

lim f(V(r)) = 0. (65)

T—00

Consequently, by ODE theory in [19], we can find sufficiently large T' >> 1 satisfying

Us(T) = A16)‘1T + AgeAQT + A36)‘3T + A46A4T
-

+ B / ’ MO FV(1)) dt + By / 2= F(V(1) dt

T T
_ B, / T MCOFD) dt - By / T 0 FI() dt,

where Aj, Ay, A3, Ay are constants depending on T', By, Bs, Bs, B4 are constants
not depending on T', and

n n—4
2 =l and M=
g BT M MT Ty
are the solutions to the characteristic equation A* — K3 A2+ Ko\ = 0. In addition, by
(65) we obtain that A3 = A4 = 0. Hence, we use the same ideas in [21, Theorem 3.1]
to arrive at

_n—4.

Un(t)=0(" 2 7) as 7—00 or wvx(t)= O(enTﬂlt) as t— —oo.
Eventually, undoing the cylindrical transformation, we have that us(r) = O(1) as
r — 0, which finishes the proof of the claim.

Therefore, using the last claim, we get uy, is uniformly bounded, which implies
u; € C°(R™) for all i € I. Finally, standard elliptic regularity theory provides that
U € C*¢(R",RP) for some ¢ € (0,1) and for all i € I; this concludes the proof of
the proposition. O

Proposition 4.20. Let U be a strongly positive singular solution to (S,). If
Pspn(U) < 0, then U is fully-singular.
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Proof. Suppose by contradiction U is semi-singular, that is, there exists some ¢y €
I\ I. We may suppose without loss of generality {io} = I\ I, which yields

lim u;(r) =00 and liminfu,, (r) = C; < 0. (66)
r—0 r—0
iio

Claim 1.lim;_, o0 v, () = 00.

Indeed, using Lemma 4.16, we have that 'y_l\vgol)(t)\ < v, (t) < Cie 7 for all
i € I\ {ig}, which provides ¢;,(t) — 0 as t — co. Hence, since P < 0, we get that
H < 0, which combined with Remark 4.18 yields > % _; ¢;(t) = —H. Let us divide
the rest of the proof into two steps: .

Step 1: For each i € I\ {ip}, there exists C; > 0 such that u;(r) > C;r~7 for all
r e (0,1].

First, it is equivalent to inf,;>v;(t) > C; in cylindrical coordinates. Assume by
contradiction that it does not hold. Then, there exists {tx}ren C (0,00) such that
try — oo and v;(tx) — 0 as k — oo. Moreover, using Lemma 4.16 for all ¢ € I one
obtains 0 < 7’1|v£1)(tk)\ < vi(tg) — 0, which yields that ¢;(t;) — 0. This is a
contradiction, and the proof of Step 1 is finished.

Step 2: There exists o € C*(R\ {0}) such that lim,_,o o(r) = 0o and
wi,(r) > o(r) forall re (0,1].
First, it is easy to check that there exists Cy > 0 such that u,; (r) > Cy for all
€ (0,1]. Second, writing the Laplacian in spherical coordinates, we have
'm0, [P0 A, ()] = cn)U* " 2uy,.

Now use the estimates in Step 1 to obtain,

Oy [r"_larAuiO (r)] > cor™ 0,
which, by integrating, implies

L0 Augy (1) > e 4 co.
By proceeding as before, we can find c1, ¢2, c3,c4 € R satisfying

Wig (1) > c1r™t o ear' T ez 4 ey,

which concludes the proof of Step 2.

Eventually, passing to the limit as » — 0 in Step 2, we obtain that u;, blows-up
at the origin. Hence, Claim 1 holds.

This is a contradiction with (66). Therefore, semi-singular solutions cannot exist,
and the proposition is proved. O

4.7. Proof of Theorem 1.2. Finally, we have conditions to connect the informa-
tion we have obtained to prove our classification result. Our idea is to apply the
analysis of the Pohozaev invariant and ODE methods together with Theorem 1.1,
and Propositions 4.19 and 4.20, which can be summarized as follows

Theorem 4.21. Let U be a strongly positive solution to (S,). There exist only two
possibilities for the sign of the Pohozaev invariant:

(1) If Popn(U) = 0, then U = A ug,,, where Uy, , is given by (1) (Spherical
solution);

(ii) If Pspn(U) < 0, then U = A*uq,r, where uq 1 is giwen by (3) (Emden—Fowler
solution).
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Proof. (i) It follows directly by Proposition 4.19 and Theorem 1.1.

(ii) First, since solutions are strongly positive and fully-singular, it follows that
I, = I = I, which makes the quotient functions ¢;; = v;/v; well-defined for all
i,j € I. Moreover, we show that they are constants. Notice that v; and v; satisfy,

(4) — Ky v@) + Kov; = ¢(n)
<4> ~ K, v( ) 4+ Kov; = c(n)[V|2" 2

which provides

(v§4)vj — v§-4)vi) =K, (UZ(Q) vj — vzvj(z)) ) (67)
Furthermore, a standard computation yields
) _ oMoy — vy (1),,~1,(3) (2),,~1,(2) (3),,=1,,(1)
Gy = T_%j v iy — Ovey gt — dvTey

J
which, combined with (67), implies that the quotient satisfy the following fourth
order homogeneous Cauchy problem,

ql(;l) +4v§1) - (3) +6’u(2) ]_1 (2) (4v(3) 'K )qz(;) 0 in R

1 2 3

00 = asfas, 400) =20 = ¢ (0) =0,
Hence, using Lemma 4.14 the Picard-Lindelof uniqueness theorem, it follows that
¢ij = a;/a;. Thus, by the same argument in the proof of Theorem 1.1, one can find
A* e S{’E*l such that V(t) = A*vg r(t), where v, 1 is given by (3). By undoing the
cylindrical transformation, the proof is concluded. O

As a consequence, we provide a sharp global estimate for the blow-up rate of
singular solutions to (S,) near the origin.

Corollary 4.22. Let U be a strongly positive singular solution to (S,). Then, there
exist C1,Coy > 0 such that

Chlz| =" < |U(z)| < Colz| =" forall z € R™\ {0}.

In other terms, one has

U(z)| = O(z| =) as z—0.
Proof. 1t is direct application of Theorem 4.21 and Lemma 4.15. O
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