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Abstract. This work focuses on studying the application of the Random Forest
model in classifying the best moments of buying and selling an asset in the
Brazilian stock market, thus working as a trading system. Classification of
buying and selling moments is learned using market indicators, calculated from
the historical series of prices, to enable the application of non-stationary data in
the model, during the pre-processing step, the fractional differentiation technique
is applied. In addition, this work includes risk management in the trading
strategy.

Resumo. Este trabalho se concentra no estudo da aplicacdo do modelo de
Random Forest na classificacdao dos melhores momentos de compra e venda de
um ativo no mercado de acoes brasileiro, funcionando assim como um sistema
de trading. O aprendizado da classificacao dos momentos de compra e venda
é realizado com uso de indicadores de mercado, calculados a partir da série
historica de precos. Para possibilitar a aplicacao de dados nao estacionarios
no modelo, durante a etapa de pré-processamento, a técnica de diferenciacao
fracionaria é aplicada. Alem disso, este trabalho inclui o gerenciamento de
risco na estratégia de trading.

1. Introducao
Prever o movimento de um ativo no mercado de acoes, algo de interesse comum en-

tre os investidores, representa um grande desafio na drea de financas. De acordo com
[Patel et al. 2015] podemos separar a andlise de um ativo no mercado de acoes em dois
tipos. Um primeiro tipo de andlise, conhecida como fundamentalista, explora a situacao
financeira, economica e até mesmo o setor na qual a empresa se encontra. Um segundo tipo
de andlise, conhecida como anilise técnica, examina dados do passado, como a variacao
do preco do ativo ao longo do tempo e o volume de transacoes. Na anilise técnica busca-se
encontrar padroes nos movimentos que ocorreram no passado, visando prever futuros mo-
vimentos. Para isso, € comum aplicar métodos matematicos na tentativa de detectar esses
padroes e em seguida avaliar se esses padroes persistem no futuro. Com o surgimento
de alguns algoritmos de aprendizado de mdquina e a capacidade destes algoritmos em
detectar padroes em problemas com alto grau de complexidade, a aplicacdo de técnicas
de aprendizado de maquina no mercado financeiro ocasionou o surgimento de diversos
estudos na drea.

Este trabalho tem como objetivo criar um modelo capaz de identificar o melhor momento
de compra e venda de um determinado ativo no mercado de acoes utilizando o algoritmo
Random Forest. Para avaliacao do modelo, ¢ realizado um backtest com a estratégia
criada para o periodo de 2017 até 2022.

O modelo proposto ndao apenas ajuda a identificar as oportunidades de investimento mais
promissoras, mas também fornece uma estratégia de gerenciamento de risco para mini-



mizar possiveis perdas. A técnica de Stop Loss € utilizada para limitar as perdas em caso
de movimentos desfavordveis do mercado. Essa abordagem mais completa e integrada
pode ser especialmente valiosa em mercados voldteis e incertos, como o periodo que
compreende a pandemia.

2. Revisao Bibliogrifica

Em um dos primeiros trabalhos a apresentar a aplicacao de uma técnica de aprendizado
de maquina na predicao do movimento de um ativo no mercado de acoes, | White 1988]
estudou o uso de uma rede neural na extracao de padroes de uma série temporal com o0s
valores de retorno diario. Posteriormente, outros trabalhos apresentaram uma abordagem
com uso de alguns indicadores técnicos, além do uso da série temporal com os valores do
ativo. O trabalho de [Jang et al. 1991] utilizou, ainda, 16 indicadores técnicos e também
aplicou redes neurais para predicao do movimento do mercado de acoes da bolsa de
valores de Taiwan. Nos anos posteriores, novas técnicas de aprendizado de maquina foram
criadas ou aperfeicoadas. Com isso, surgiram novos trabalhos como [Huang et al. 2005],
aplicando Support Vector Machine na predicao do movimento do mercado de acoes da
bolsa de valores de Toquio, [Kumar and Thenmozhi 2006] comparando os resultados entre
Support Vector Machine e Random Forest na predicao do movimento do mercado de acoes
da India.

Atualmente existem diversos trabalhos relacionados com a aplicacao de aprendizado de
maquina no mercado financeiro. Alguns trabalhos aplicam aprendizado de maquina na
solucdo de um problema de regressao, onde um modelo € treinado utilizando uma série
temporal historica com valores de preco do ativo e em seguida o modelo treinado € utilizado
na previsao de valores de preco futuros. Uma segunda abordagem, se baseia na solucao
de um problema de classificacao, técnica abordada neste trabalho. A literatura sugere que
esta abordagem apresenta melhores resultados [Leung et al. 2000]. O sistema proposto
neste trabalho foi inspirado no trabalho apresentado por [Nascimento et al. 2020], onde
foi aplicado o uso de redes neurais na criagao de um modelo capaz de classificar o melhor
momento de compra e venda de um ativo, utilizando alguns indicadores técnicos e a série
de fechamento estaciondria. Porém, neste trabalho, € apresentada a aplicacdo da técnica
de aprendizado de maquina conhecida como Random Forest, desenvolvida com base no
modelo de drvores de decisdo.

Para inclusao da série com valores de fechamento como varidvel preditora do modelo de
Random Forest, ¢ também aplicada a técnica de diferenciacdo fraciondria para tratar o
problema da nao estacionariedade.

Essa abordagem foi inspirada em alguns trabalhos que visam melhorar o desempenho
de modelos de aprendizado de maquina com o tratamento prévio de varidveis nao es-
taciondrias, como a diferenciacao da série de fechamento [Nascimento et al. 2020], a
aplicacao da técnica de Empirical Mode Decomposition |Chowdhury et al. 2019] e a
utilizacao da diferenciacao fraciondria [De Prado 2018]. Essas abordagens visam trans-
formar a série, reduzindo a dependéncia temporal e capturando caracteristicas relevantes
para melhorar a capacidade preditiva dos modelos.

3. Metodologia

A metodologia aplicada neste trabalho se baseia em cinco etapas principais: extracao de
dados, pré-processamento dos dados, treinamento e validacdo do modelo, validacao da
estratégia de trading e andlise dos resultados.



3.1. Extracao e pré-processamento
Primeiramente foram extraidos os dados historicos de cada ativo, contendo valores de

abertura O;, fechamento C;, maximo H;, minimo L; e volume V; para cada instante de
tempo i. Os dados coletados representam valores didrios, sendo assim, a indicacdo i
representa um dia. ApoOs a extracdo dos dados, foi realizado o cdlculo e andlise dos
indicadores de mercado apresentados na Tabela 1. Além destes indicadores, o valor
da prépria série de fechamento C; foi transformada em uma nova série C; estaciondria
por meio da diferenciacdo fraciondria. Tanto a série C; quanto os indicadores de mercado
calculados foram utilizados para criacao das variaveis preditoras do modelo de aprendizado
de maquina.

Tabela 1. Indicadores de Mercado

Indicador Expressao
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Notas: UP representa movimentos de subida no prego de fechamento; DW representa movimentos de
queda no preco de fechamento; EMA representa a média movel exponencial do preco de fechamento;
MA representa a média mével simples do preco de fechamento; ATR representa a média mével do True
Range, definido como max(H; — L;, |H; — C;i—1|,|Li — Ci—1]); M; ¢ a média entre H;,L; e C;i; A; ¢ a
média movel simples de M;:; D; ¢ o desvio médio entre M; ¢ A;;

3.1.1. Indicadores de mercado

1. Relative Strength Index (RSI): este indicador, primeiramente apresentado por
[Wilder 1978], ¢ usado para medir a for¢a e a velocidade de um movimento de
preco:

2. Williams (%R): reflete o preco de fechamento em relacao ao valor mais alto de
um determinado periodo;

3. Bollinger Band Y%: quantifica a relacdo entre o valor de fechamento e as bandas de
Bollinger e ajudam a identificar pontos de virada em uma tendéncia.



4. Keltner Channel Y%: indicador técnico que utiliza bandas de volatilidade para
identificar possiveis pontos de entrada e saida no mercado financeiro;

5. CCI: mede a variacao de preco do ativo e sua variacao de preco médio;

6. Moving Average Convergence Divergence (MACD): mostra a relacdo entre duas
médias moveis de precos, sendo uma de de curto prazo EM A e uma de longo
prazo EM Ay;

7. Force Index (FI): ¢ um indicador de momento ponderado por volume, calculado
como a diferenca entre o fechamento atual e o fechamento anterior, multiplicado
pelo volume;

8. Volume-Price Trend (VPT): € baseado em um volume cumulativo continuo que
adiciona ou subtrai um multiplo da alteracdao percentual na tendéncia do preco da
acao e no volume atual, dependendo dos movimentos de maximo ou minimo do
investimento;

9. Daily Log Return (DLR): ¢ uma medida da variacao percentual, no logaritmo
natural, do preco de uma acao de um dia para o outro;

3.1.2. Diferenciacao Fracionaria

Para a utilizacao da série de fechamento junto com os indicadores de mercado na criacao
das varidveis preditoras, foi realizado o processo de diferenciacao fracionaria para que
o modelo de aprendizado seja capaz de capturar padroes invariantes no tempo durante
o aprendizado. Uma solucdao comumente adotada em séries temporais financeiras ¢ a
transformacao da série temporal de precos de um ativo em uma série temporal de retornos.
Por outro lado, cada ponto na série de precos possui uma relacao de dependéncia com
pontos anteriores, enquanto que a série de retornos apresenta uma perda significativa
nesta relacdo de dependéncia. Este dilema € abordado por [De Prado 2018], que apresenta
uma solucao alternativa com uso da diferenciacao fraciondria. A nocao de diferenciacao
fraciondria na aplicacao de predi¢ao de séries temporais foi apresentada por [Hosking |.
com o uso da técnica ARIMA. Para entender o processo de diferenciacao fraciondria na
predicao de séries temporais, podemos definir o operador B como um atraso. Aplicando
o operador B, por exemplo, no preco de fechamento de uma acdo C; € R em um dado
instante 7, obtemos um valor de C;_| que representa o preco de fechamento da acao em
um instante i — 1, ou seja,

BC; = Ci—y ()

Podemos utilizar o operador B para obter uma nova série a partir da diferenciacao de C;
como:

C!=C;—Ci.y = (1 -B)(; (2)

Considerandoi = 1, ..., n, aequacdo (2) representa a transformacao da série com valores de
preco, normalmente ndo estaciondria, na série de retorno. De forma geral, a diferenciacao
na ordem d da série pode ser obtida por:

(1-B)C (3)

que pode entdo ser resolvida com o auxilio da série binomial, com d € R, da seguinte
forma [De Prado 2018]:
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e sendo w, 0 z-ésimo termo de w, a série diferenciada na ordem d pode entdo ser obtida
como:

éi = wz_ci—z (6)

O somatorio pode ser aproximado considerando os primeiros termos de «w. Considerando
que devemos encontrar o valor de d que torne a nova série obtida uma série estaciondria, e
que o valor d esta vinculado a quantidade de memoria que precisa ser removida para obter
a estacionariedade, precisamos entdo encontrar o menor valor d que satisfaca a condi¢cao
de estacionariedade. Este processo pode ser realizado de modo iterativo, aumentando
o valor de d gradativamente e avaliando a nao estacionariedade da série utilizando, por
exemplo, o teste de Dickey-Fuller Aumentado (ADF) [Dickey and Fuller 1979]. O teste
ADF € um teste estatistico usado para verificar se uma série temporal possui raiz unitdria,
0 que significa que a série ¢ ndo estaciondria.

3.1.3. Definicao das variaveis preditoras

Com os indicadores de mercado apresentados na Tabela 1 e a nova série de fechamento es-
taciondria C;, obtida pelo método da diferenciacio fraciondria, foram definidas as varidveis
preditoras que sao utilizadas no modelo de aprendizado de maquina. Para facilitar a captura
de padrdes e tendéncias no tempo, o vetor x; € R/, que representa as varidveis preditoras,
¢ composto pelos indicadores e a série de fechamento estacionaria calculados entre os
instantes de tempo i e i — 5. Com a utilizacao de 9 indicadores de mercado, a série de
fechamento estacionaria e a utilizacao de 6 instantes de tempo. temos [ = 60, ou seja,

RSI; |

RSI; s
Xj = : (7)

Definido o vetor x; para o instante de tempo i, € preciso relaciona-lo a variavel y;
{—1,0, 1} capaz de representar uma tendéncia de subida, descida ou estabilidade no preco
do ativo, a partir do ponto i analisado.



3.1.4. Rotulagem dos dados

De modo geral, podemos definir a variavel y;, com 1 representando o melhor momento de
compra e —I representando o melhor momento de venda do ativo, enquanto 0 representa
um momento de espera. A técnica de rotulagem dos dados utilizada neste trabalho € se-
melhante a apresentada por [Nascimento et al. 2020/, definindo os momentos de compra,
venda e espera com base nos valores de maximo e minimo do pre¢o do ativo em uma janela
movel. Foi considerada uma janela de 7 dias descartando os valores de maximo ou minimo
que sdo obtidos nos limites do intervalo avaliado. Com isso, o treinamento de um modelo
de aprendizado de mdquina pode ser realizado através do conjunto {(xy, y1), .... (Xn. v2) }.
3.2. Modelo de aprendizado de maquina

O aprendizado de maquina pode ser definido como “o campo de estudo que da aos compu-
tadores a habilidade de aprender sem serem explicitamente programados™ [Simon 2013].
Os algoritmos de aprendizado de maquina sdao capazes de capturar padroes com uso de
dados e possuem aplicacoes em diversas dareas. Este trabalho se concentra na utilizacao
do modelo conhecido como Random Forest, que se baseia na utilizacao de conjuntos de
arvores de decisao.

3.2.1. Arvores de decisio

Arvores de decisdo é um tipo de algoritmo de aprendizado de maquina bastante utilizado
em problemas de classificacao, onde os dados sao classificados por meio de uma sequéncia
de testes logicos definidos como nos. O treinamento de uma arvore de decisao envolve
encontrar as regras de decisdao que melhor se ajustam aos dados de treinamento. Usando
o vetor x; como exemplo e representando uma determinada varidvel preditora através do
indice j a constru¢do da regra de divisdo € realizada através da condig@o se x;; < € ou
nio, onde € € algum limiar e x;; representa o elemento da posi¢ao j do vetor x;. A
construcao de uma arvore de decisao ¢ feita pela escolha da varidavel e da regra associada
a variavel, que melhor divide um conjunto de itens em cada passo [Breiman et al. 2017].
Por simplificacdo, representamos os parimetros j e € do né m como 6,, = (jm, €n). onde
Om define a regra de divisao no né m. Dada uma amostra de treinamento, a escolha de 6,,
¢ avaliada com base na sua capacidade de separacao dos dados no no m, avaliada através
de uma métrica definida como impureza. Representando todo o conjunto de treinamento
como L, = {(X1.y1), ... (Xp. y») }. com x;; 0 elemento j do vetor X;, e lembrando que 6,
representa os parametros j ¢ € do no 1, podemos entdo realizar a primeira divisdo dos
dados em dois grupos com tamanhos n, e ng:

Llreta g,y = {(xi, yi)|xij, < €1} (8)
L3 01) = {(xi. vi)|xij, > €} 9)

irei esquerda . .
onde L,‘f:"’”“ e Lnfq representam subconjuntos da amostra de treinamento total £,,,
e:

n=He+ Ng (10)

A impureza associada a divisao pode entao ser calculada como:

Nd

G(La. 1) = ZZH( LI (0) + = H(L™ 4 (0)) (an



onde H representa uma funcao de perda. Uma das principais fun¢oes de perda utilizada
para avaliar o erro da divisao em cada no € conhecida como Gini Index. Considerando que
apos a divisao da amostra de treinamento £, de tamanho n, sao geradas novas amostras
.Lffi”’““ e Lﬁ:querdﬂ com novos tamanhos ny € n,, para generalizar a explicacdo do cdlculo
da funcao Gini Index podemos representar de forma geral uma nova amostra gerada como

Ly, de tamanho ny.
H(L}U-) = Zpk(l _pk) (12)
k
em que py representa a proporcao de dados com classe igual a k apds a divisdao no né

analisado. Sendo I;(k) € I, o resultado da func¢do indicadora aplicada a y; presente no
conjunto de dados L, podemos definir p; conforme a equacao abaixo:

1 seyi=k
Lky=4 7 (13)
0 seyi#k
1
pr=— » Li(k) (14)
nf Il

O parametro ¢ ¢ obtido de modo a minimizar a impureza dada pela equacao (11). Em
seguida, a arvore € construida recursivamente por meio de uma série de divisoes que
minimizam a impureza de cada novo no criado.

3.2.2. Random Forest

Como uma forma de melhorar o poder preditivo de uma arvore de decisao, [Ho 1995]
apresentou pela primeira vez o conceito de Random Decision Forest, criando um conjunto
de arvores de decisao no mesmo conjunto de dados e utilizando todas as drvores para
realizacao da predicdao. Em seguida, [Breiman 2001] apresenta uma técnica conhecida
como bagging, capaz de melhorar a estabilidade e precisao do algoritmo, criando um
numero adicional de conjuntos de treinamento por amostragem uniforme e substituindo
o conjunto de treinamento original. Com isso, surge entdo a técnica de aprendizado
de mdquina, conhecida hoje como Random Forest. Com os dados de treinamento, sao
realizadas amostragens com reposicao para criacao de um novo conjunto de dados. A
Figura 1 ilustra o processo de bootstrap, onde a partir da amostra de treinamento £, novas
amostras sao geradas. Cada darvore ﬁ() ¢ construida a partir de um novo conjunto de
dados gerado. Ap0os a criacao de g arvores de decisdo, cada drvore tem um peso unitario
na classificacao final [Breiman 2001].

Atualmente, algumas bibliotecas desenvolvidas na linguagem Python, como a biblioteca
scikit-learn utilizada neste trabalho, realizam a classificacao final do modelo como uma
média da probabilidade de predicao de cada arvore.

4. Desenvolvimento e resultados

O processo de treinamento e validacao foi realizado com o uso de uma técnica de janela
deslizante, onde os dados de 2006 até 2022 foram divididos em um conjunto de validagao,
um conjunto de treinamento e um conjunto de teste. Para cada ano no conjunto de validacao
foram utilizados os 10 anos anteriores para treinamento e teste do modelo de aprendizado
de mdaquina. Os resultados apresentados nas tabelas 3 e 5 representam os resultados
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Fonte: [Genuer and Poggi 2020].

Figura 1. Representacdo do modelo de Random Forest.

obtidos com o conjunto de validacdo para os anos de 2017 até 2022. Primeiramente
os dados de alguns dos principais ativos listados na bolsa de valores do Brasil foram
extraidos, como PETR4, Petroleo Brasileiro SA Petrobras Preference Shares; VALE3, Vale
S.A.; ITUB4, Itat Unibanco; BBDC4, Banco Bradesco SA Preference Shares; ABEV3,
AMBEV; BOVALI 1, iShares Ibovespa Fundo de Indice. Os dados obtidos possuem valores
diarios de abertura O;, fechamento C;, maximo H;, minimo L; e volume V;. Com isso, para
cada ano avaliado, os valores extraidos sao divididos de acordo com treinamento, teste e
validacao. Os indicadores listados na Tabela 1 sdo calculados e em seguida ¢ realizada a
diferenciacdo fraciondria para diferentes valores de d, truncando o somatorio na equagao
(6) até o décimo termo. A Tabela 2 apresenta o resultado obtido para o ativo PETR4
utilizando o periodo de treinamento de 2011 até 2020.

Tabela 2. Resultado do teste ADF (Augmented Dickey-Fuller) com constante

d ADF 5%
0,00 -1,72 -2.86
0,11 -226 -2.86
022 -3.08 -2.86
033 -436 -2.86
044 -635 -2.86
0,56 -9,50 -2.86
0,67 -1440 -2.86
0,78 -21.10 -2.86
0.89 -27.83 -2.86
1,00 -3235 -2.86

O resultado do teste € apresentado na coluna ADF e para rejeitar a hipotese nula e concluir
que a série € estacionaria precisamos utilizar o valor de d tal que o valor ADF seja menor
que 2, 86, considerando um nivel de significancia no teste de 5%. O valor de d ¢ definido
como menor valor tal que o teste de estacionariedade seja valido. A Figura 2 representa a



transformacao do série C; em C; para o ativo PETR4, utilizando d = 0, 22.

Figura 2. Diferenciacdo da série de fechamento (PETR4).

Com o valor de d definido a nova série C; e os indicadores de mercado mencionados
anteriormente, o vetor x; € obtido conforme equacao (7). Apos isso, € realizada a rotulagem
dos dados, conforme apresentada anteriormente e a variavel y; € obtida. Com o conjunto
de treino € realizado o treinamento do modelo de Random Forest com o uso de 100 drvores
de decisdo, um numero minimo de dados por n6 de 7 e uma profundidade maxima de 9.
ApOs essa etapa, € realizada a classificacao dos dados no conjunto de teste e em seguida
o modelo ¢ aplicado no ano de validacao, utilizando o mesmo valor de d, obtido com os
dados de treinamento, para o cdlculo de C;. O processo ocorre da mesma forma para os
outros anos posteriores, obtendo um novo conjunto de treino e retreinando o modelo a
cada um ano. Ao final da simulacao, os valores obtidos no conjunto de validacao foram
avaliados.

4.1. Avaliacao do modelo de aprendizado

Primeiramente foram avaliados os resultados relacionados a classificacao do modelo de
aprendizado de maquina. A Tabela 3 apresenta a acurdcia obtida em cada ativo, que
representa a porcentagem de previsoes corretas realizadas pelo modelo em relacdo ao
numero total de amostras. Além disso, sao apresentadas as métricas de precisido e F/
Score. Estas métricas sdo calculadas individualmente para cada classe e o resultado
apresentado representa a média ponderada considerando todas as classes —1, 0 e 1.

Tabela 3. Métricas para avaliacao do modelo de classificacao

Ativo Acuracia(%) Precisio(%) F1(%)
ABEV3 62,37 69,74 64.39
BBDC4 60.92 67.83 62.82

BOVALI I 64.30 68.76 65.68
ITUB4 63.54 70,99 65.28
PETR4 63.75 70,92 65.56
VALE3 63.96 69.11 65.62

Apesar da eficicia da estratégia de trading depender da qualidade do modelo de aprendi-
zado de maquina, € necessdrio avaliar métricas que estao diretamente relacionadas com o



resultado financeiro na aplicacao da estratégia, como a taxa de acerto e o retorno sobre o
investimento.

4.2. Avaliacao financeira

Para avaliacao do resultado financeiro do sistema de trading proposto foram considerados
inicialmente os primeiros sinais de compra de cada ativo e, a partir de uma posicao de
compra, o proximo sinal de venda € considerado e assim sucessivamente. Ou seja, nao
sao considerados sinais de compra onde a tultima posicao foi de compra e da mesma forma
para venda.

Por simplificacao, foi considerado uma unidade genérica para representar o valor de
compra do ativo. Dessa forma, o desempenho da estratégia foi medido com base na
variacao percentual em relacao a essa unidade genérica. Além disso, na simulacao,
considera-se que a entrada envolve a aplicacao de todo o capital em uma posicao de
compra, e a saida implica em zerar completamente essa posicio de compra. E importante
ressaltar que os resultados apresentados ndao levam em consideracdo o custo de cada
transacao, um fator relevante a ser considerado em uma aplicacao pratica.

Os resultados obtidos foram comparados com a estratégia de Buy and Hold e com uma
estratégia de trading popular conhecida como Moving Average Crossover, que se baseia no
cruzamento de duas curvas, uma que representa a tendéncia de curto prazo e uma segunda
curva representando uma tendéncia de longo prazo. Visando avaliar a capacidade do
modelo em aprender padroes e classificar corretamente os dados de entrada, foram com-
parados os resultados da taxa de acerto da estratégia proposta com a estratégia de Moving
Average Crossover (MAC), conforme Tabela 4. A taxa de acerto mede a porcentagem de
negociacoes bem-sucedidas em relacdo ao numero total de negociacoes executadas. Por
possuir apenas uma negociacao, a estratégia de Buy and Hold nao foi avaliada para essa
métrica.

Tabela 4. Taxa de acerto e indice de Sharpe

Ativo Taxa de acerto (%) Indice de Sharpe
Modelo* Modelo MCA Modelo* Modelo MCA
ABEV3 59.49 59,49 45,95 0,50 0.50 0,19
BBDC4 59,09 59,09 41,67 047 0,33 0.45
BOVALII 72.84 72.84 40,00 0,60 0,37 0,63
ITUB4 63.55 64,49 40,54 0,72 0,48 0,69
PETR4 65,69 66,67 41,03 0,58 0.52 0,27
VALE3 74,70 74.70 55,56 0.87 0,58 0,75

Nota: Modelo* representa o modelo com a inclusao de Stop Loss e Take Profit.

Quando comparamos apenas a taxa de acerto, podemos notar que em todos o0s ativos a
estratégia proposta apresenta um melhor resultado, indicando um desempenho melhor em
termos de identificacdo de oportunidades de negociacdao bem-sucedidas. No entanto, ha
outras métricas e fatores importantes a serem considerados ao avaliar o desempenho de
uma estratégia, como o indice de Sharpe que mede a relacao entre o retorno da estratégia
e o risco assumido. Comparando o indice de Sharpe apresentado na Tabela 4, podemos
notar um pior desempenho no modelo, para os ativos BBDC4, BOVAI1, ITUB4 e VALE3.
Uma possivel explicacdo para uma maior taxa de acerto, mas um menor indice de Sharpe, ¢
que a estratégia de trading pode estar gerando lucros consistentes, mas esses lucros podem



estar sendo obtidos em negociacoes que apresentam um risco, indicando a necessidade de
uma melhor gestdao de risco do modelo. Para isso, foi realizada a avaliacao de um modelo
com a inclusao de Stop Loss e Take Profit para a protecao do lucro e limitacao da perda. Por
simplificacao, foi considerado o mesmo limite para ambos os ativos, sendo o limite de Stop
Loss de 10% e o limite Take Profit de 20%. E possivel notar que o gerenciamento do risco
eleva significativamente tanto no indice sharpe quanto no resultado liquido apresentado na
Tabela 5. O resultado liquido € apresentado como uma porcentagem do capital investido
para cada ativo em diferentes estratégias, incluindo a estratégia de Buy and Hold.

Tabela 5. % Percentual de Lucro por ativo e estratégia

Ativo Modelo*(%) Modelo(%) Buy And Hold("%) MAC(%)
ABEV3 42,94 4,57 -11,52 8.56
BBDC4 43,89 23.44 -4,32 41,31
BOVALI1 46,94 26.98 75.21 49,87
ITUB4 78.00 47,22 4,69 76.81
PETR4 69.24 66.59 56.45 12.00
VALE3 117.23 79.98 205,12 113.94

Nota: Modelo* representa o modelo com a inclusao de Stop Loss e Take Profit.

A gestao de risco ¢ uma parte fundamental de qualquer estratégia de trading, independen-
temente do momento do mercado. No entanto, em periodos de crise e incerteza, como
durante a pandemia, a importancia de gerenciar adequadamente o risco se torna ainda
mais crucial.

5. Conclusao

Os resultados da avaliacdo do modelo de aprendizado mostram que ele obteve uma acuricia
semelhante aos apresentados em trabalhos anteriores. Por sua vez, a taxa de acerto da
estratégia proposta revelou um desempenho satisfatorio, em linha com as expectativas
dadas a acurdcia do modelo de aprendizado utilizado. Ja o retorno liquido obtido com a
estratégia de trading proposta mostram que, em geral, ela obteve um desempenho superior
em relacao as estratégias de Buy and Hold e Moving Average Crossover, especialmente
quando considerada a inclusao de Stop Loss e Take Profit. Vale destacar que alguns fatores
externos interferem no mercado de acoes fazendo com que os precos subam ou descam
inesperadamente, como o efeito da pandemia. Em futuros trabalhos seria interessante
avaliar a inclusao de diferentes valores de Stop Loss e Take Profit para cada ativo. Além
disso, os parametros utilizados no cdlculo dos indicadores técnicos podem ser estudados.
Outros topicos interessantes seriam a inclusao de novas variaveis preditoras, a utilizacao de
diferentes técnicas de rotulagem dos dados e a avaliacdo de outros modelos de aprendizado
de maquina.
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