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ABSTRACT: We propose a model for solvated positronium (Ps) atoms in
water, based on the sequential quantum mechanics/molecular mechanics (s-
QM/MM) protocol. We developed a Lennard-Jones force field to account
for Ps—water interactions in the MM step. The repulsive term was obtained
from a previously reported model for the solvated electron, while the
dispersion constant was derived from the Slater—Kirkwood formula. The
force field was employed in classical Monte Carlo (MC) simulations to
generate Ps—solvent configurations in the NpT ensemble, while the
quantum properties were computed with the any-particle molecular orbital
method in the subsequent QM step. Our approach is general, as it can be
applied to other liquids and materials. One basically needs to describe the
solvated electron in the environment of interest to obtain the Ps solvation
model. The thermodynamical properties computed from the MC
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simulations point out similarities between the solvation of Ps and noble gas atoms, hydrophobic solutes that form clathrate
structures. We performed convergence tests for the QM step, with particular attention to the choice of basis set and expansion
centers for the positronic and electronic subsystems. Our largest model was composed of the Ps atom and 22 water molecules in the
QM region, corresponding to the first solvation shell, surrounded by 128 molecules described as point charges. The mean electronic
and positronic vertical detachment energies were (4.73 + 0.04) eV and (5.33 + 0.04) eV, respectively. The latter estimates were
computed with Koopmans’ theorem corrected by second-order self-energies, for a set of statistically uncorrelated MC configurations.
While the Hartree—Fock wave functions do not properly account for the annihilation rates, they were useful for numerical tests,
pointing out that annihilation is more sensitive to the choice of basis sets and expansion centers than the detachment energies. We
further explored a model with reduced solute cavity size by changing the Ps—solvent force field. Although the pick-oft annihilation
lifetimes were affected by the cavity size, essentially the same conclusions were drawn from both models.

1. INTRODUCTION

Positrons and positronium (Ps) atoms are important nanoscale
probes in materials sciences useful to investigate defects and
pores in metals, semiconductors,” polymers,s’4 zeolites,” and
other nano-/mesoporous materials.”” The most widely
employed technique is probably positron annihilation lifetime
spectroscopy (PALS),”®” which seeks the signatures of free
volumes and chemical environments in the y radiation
produced by pair annihilation from quasi-free positrons,
para-Ps (singlet spin coupling), and ortho-Ps (triplet
coupling).

The interest in positronic interactions with soft matter has
also increased in recent years.'” PALS is now acknowledged as
a useful tool to investigate the conformational, structural, and
microenvironmental properties of biomimetic systems'" as well
as phase transitions of lipid bilayers'” and pharmaceutically
relevant compounds.'”'* Positron emission tomography
(PET) has also become a well-established imaging technique
of living tissues,"™'” and the Ps contribution to the
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annihilation signals is expected to provide a basis for further
technological progress. For instance, the sensitivity of ortho-Ps
lifetime to the concentration of molecular oxygen could probe
the hypoxic regions in tumors,'®'* and three-photon detection
could determine the location of ortho-Ps annihilation in the
tissue with improved accuracy.”””" Finally, positrons and Ps
atoms are produced along the tracks of the heavy particles used
in ion-beam cancer therapy,”**’ and positron-based tumor
treatments have also been proposed.”**

The modeling of positrons and Ps interactions for medical
applications often considers liquid water as a surrogate of
human tissue.””***” The positrons are produced by #* decay
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with energies around 10? keV, so their thermalization involves
a complex cascade of events. In liquids,”® a fast positron
induces ionization events producing energetic electrons which,
in turn, further ionize the medium generating “spurs”, i.e.,
nanovolumes containing electron—ion pairs. As the positron
slows down, the spur domains get closer together, eventually
giving rise to a terminal “blob”, a region where the positron
motion becomes diftusive. Electron—ion pairs are also present
in the blob, where Ps formation takes place. Monte Carlo
(MC) simulations pointed out that Ps formation reaches a
maximum for positron energies around 20 eV,” although
phenomenological arguments suggest that nearly thermalized
particles give rise to bound electron—positron pairs.”® The
quasi-free Ps atoms are energetically stable against breakup
into hydrated electrons and positrons,”” and they thermalize
through interactions with the surrounding molecules. The Ps
formation yield in water’”®' and in uterine human tissue’’
would be around and above 40% with respect to the initial
number of positrons. The observed room-temperature
annihilation lifetimes in water are 0.13 ns for para-Ps’’ and
1.85 ns for ortho-Ps,’>*” although higher values were reported
for human tissue.’’

The thermalized Ps particles are often described with bubble
models. The original formulation was proposed by Ferrel in
1957;* they assumed a Ps particle trapped in a “bubble”, i.e., a
spherically symmetric potential well arising from the exchange
repulsion between the electron in the Ps and those in the
neighboring molecules. The bubble radius was then estimated
by minimizing the sum of the energy of the trapped Ps with the
surface energy. The model was improved by Tao’* and Eldrup
et al,” who considered a pointlike Ps confined by an infinite
spherically symmetric potential barrier accounting for the
repulsive interaction with the liquid. The wave function for the
center of mass of the confined particle can be calculated
analytically, as well as its overlap with the surrounding
electrons, assumed to have a penetration thickness ¢ inside
the confining potential. The pick-off annihilation rate, between
the positron and the electrons in the neighboring molecules of
the liquid, can be expressed in terms of the potential radius and
the pick-oft overlap thickness. Further refinements of the
phenomenological approach, including finite confining poten-
tials and finite-sized Ps particles, were reviewed by Stepanov et
al.”® (see also refs 36—38 for more recent developments).

A quantum mechanical model for solvated Ps was proposed
by Chuev et al.’>”*® The exotic atom was described with
density functional theory (DFT), and the solvent was treated
within the integral equation theory (IET) framework. The
most frequently used quantum mechanical approach to Ps in
condensed media is the path integral Monte Carlo (PIMC)
method."' ™ Most of these studies addressed Ps atoms
confined in polymer voids, although with different models for
the Ps—material interaction. In particular, Schmitz et al.*’
performed molecular dynamics (MD) simulations for the
polymers, followed by PIMC calculations with the Ps—polymer
interaction described by atomistic potentials accounting for the
Coulomb and dispersion interactions, while Bug et al*’
considered a cavity in a polarizable medium, either empty or
filled with fluid. In both studies, the annihilation rates were
obtained from the electronic densities of the polymer*' and the
cavity-filling fluid* calculated with DFT.

In recent years, numerically efficient multicomponent
methods, which can be applied to polyatomic positronic
molecules,*>*” became available. Solvation techniques, such as
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MD- and MC-based algorithms, are nowadays routinely
employed for molecular liquids. We present a computational
method to simulate hydrated Ps atoms that combine some of
those techniques, in particular the sequential quantum
mechanics/molecular mechanics (s-QM/MM) solvation meth-
0d*® and the any particle molecular orbital (APMO)*” method
for systems comprising more than a single quantum species.
We propose a force field, combining Coulomb and Lennard-
Jones (LJ) potentials to account for Ps—water and water—
water atomic interactions, which allows for classical MC
simulations of solvated Ps particles. The statistically uncorre-
lated Ps—solvent configurations generated by the MC
procedure are subsequently employed in the APMO
computations to obtain the QM properties of interest. While
the classical step might sound at first inadequate for the light
Ps atom, a similar approach has been employed for the
solvated electron.”” The bubble and quantum models outlined
above assume that Ps is a hydrophobic species that essentially
carves a cavity in the water bulk. This property is a
consequence of the Pauli repulsion, which can be emulated
by suitably chosen repulsive potentials in the classical
simulations. The statistically uncorrelated MC configurations
also account for thermodynamic properties, as they describe
the equilibrated Ps—solvent system in the given statistical
ensemble. In turn, the QM calculations describe the Ps and
electrons of the neighboring water molecules at the same level,
according to the APMO approximation of choice. The
properly antisymmetrized wave functions are expected to
consistently account for the pick-off annihilation rates, as
recently pointed out by Marlotti et al.**

The interest in Ps solvation is renewed in view of its
relevance to PET imaging and other biomedical applications.
Detailed information on molecular-level processes is essential
to model the positron tracks,”>*”°~>* 5o the field should also
profit from sophisticated atomistic models for Ps interactions.
Our solvation method can be viewed as a step in that direction,
and its adaptation to other environments, such as polymers and
biomaterials, would be straightforward.

This paper is organized as follows. In section 2 we describe
the s-QM/MM method, the classical simulations for the liquid
phase, and the force field (FF) developed for Ps and
summarize the APMO quantum techniques. In section 3 we
describe the cluster models used to investigate some relevant
numerical aspects and also present the s-QM/MM results. The
conclusions and perspectives are outlined in section 4.

2. METHODS

As outlined above, our solvation model is based on the s-QM/
MM protocol, which involves classical MC simulations (MM
step) followed by quantum calculations exploring the statisti-
cally uncorrelated solute—solvent configurations (QM step). In
the following, we describe the basic aspects of the MM
simulations, including the force field for Ps—water interactions,
as well as the APMO approximations employed in the QM
calculations.

2.1. Classical Simulations and Ps—Water Force Field.
We performed MC simulations with the Metropolis algorithm
implemented in the DICE software package for a simulation
box containing 500 water molecules and a single Ps atom. The
geometries of the water molecules were kept rigid, such that
only the translation—rotation configuration space was sampled
during the simulations. We employed the isothermal—isobaric
(NpT) ensemble at T = 298.15 K and p = 1 atm, as well as the
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standard numerical procedures described in the Supporting
Information (SI).

The intermolecular interactions are described with a force
field (FF) composed of Coulomb and L] terms for the atomic
pairs. Each atomic site is thus characterized by three
parameters, namely the electric charge (g;) and the LJ
parameters associated with the potential depth (€;) and the
effective particle size (0;), where the subscript i indicates the
site. We used the extended simple point-charge (SPC/E)>*
parametrization for water—water interactions, which was also
used to model the solvated electron.”” The latter model is a
suitable departing point because Pauli repulsion dominates the
short-range Ps—water interactions.”>*' The L] parameters for
the electron were optimized using the structural data obtained
from electron paramagnetic resonance (EPR), as described by
Ludwig et al,” and could reproduce the maximum of the
absorption spectrum of the solvated particle. It should be clear
that the L] contribution to the electron—water interaction is
essentially the short-range repulsion, since the long-range
interaction is largely dominated by the Coulombic charge—
charge term. SPC/E neglects dispersion for the hydrogen
atoms, considering the reduced electronic density arising from
the polar OH bonds, such that only the Coulomb term
accounts for the intermolecular H—H and O—H interatomic
forces. For consistency, the electron—H interaction was
described only with the Coulomb term.*” Since the latter is
zero for neutral atoms, our model only includes Ps—O
interactions through the LJ term, in consistency with both
the SPC/E and the solvated electron models.

The L] potential for a Ps—O pair can be written as

P
cre e
LG%O = 1 6
r r 1)
. . . . PsO __ 6
where r is the interatomic distance, C;~ = 4ec” and
C© = 4e6". The pair parameters are expressed in terms of

the atomic ones as per the usual combination rule, € = fep €

and 6 = [6,,05. We impose the repulsive term to be the same
the solvated electron

CHO = C,° = 6.44 x 10° Hartree a,.

is obtained from a Slater—Kirkwood combination of atomic

parametersDS

as in model,

The attractive term

PsPs ~OO
PO _ 2Cs Gy
6 T a~00 | @ ~PsPs
*Ce ~ + —=C,
a © ap, ()
where ap, and ag are the static polarizabilities of Ps and

oxygen, respectively, while Cg P and Céo © are the dispersion

coeflicients for the Ps—Ps and O—O interactions. Essentially
exact values can be obtained for the Ps atom,**® a,, = 36a,
and Cé)s_Ps = 207.97 Hartree ag, and the polarizability of the
oxygen atom is also known,”” ag = 5.41a;. The dispersion
coefficient for a free oxygen pair is 15.6 Hartree ad, although it
ranges from 11.7 Hartree a; to 14.7 Hartree a; for bonded
atoms.”> We assumed C6OO = 12.6 Hartree ag, which is
characteristic of a hydrogen-bonded water dimer, thus
obtaining C¢*© = 45.5 Hartree ag.

In the MC simulations, we used the L] parameters of the
SPC/E model, which faithfully describes the thermodynamic
properties of liquid water. The FF parameters for the Ps atom,
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€p, = 0.016 kcal/mol and op = 4.61 A, were chosen to ensure
the C;*° and C5° coefficients given above in combination

with SPC/E. We also generated a more attractive Ps—O FF
from the largest dispersion coefficient given by Tkatchenko

and Scheffler*® for bonded atoms, C{® = 14.7 Hartree al. As
shown in the SI, several structural and thermodynamic
properties of the Ps—water system remained essentially
unchanged. This behavior could be anticipated since Ps is a
hydrophobic species; that is, reasonable changes in the shallow
LJ potential depth are immaterial. The neglect of dispersion
forces between the Ps and the positively charged hydrogen
atoms is further justified, since the additional FF parameters
would not significantly improve the solvation model. The
repulsive C/x© coefficient emulates the Pauli repulsion for the
solvated electron, and the latter effect also dominates Ps—water
repulsion. The Ps model should therefore employ the same C,,
coefficient that describes the electron—water repulsive
interaction. Most of our results were computed with the C;,
value consistent with the model proposed by Ludwig et al.,*” as
described above. This choice was very convenient since these
authors employed the same QM/MM techniques implemented
in the APMO framework. Nevertheless, the structural proper-
ties obtained by Ludwig et al, in particular the excluded
volume and the coordination of the electron, are not in good
agreement with several other theoretical accounts.”®” We
performed additional calculations with a different C,
coeflicient for the electronic repulsive potential. It should be
clear that we do not propose a new model for solvated
electrons but rather explore the sensitivity of our Ps model
with respect to the repulsive L] coefficient.

2.2. Quantum Calculations. In our quantum calculations,
the atomic nuclei were treated as fixed point charges under the
Born—Oppenheimer approximation, while electrons and
positrons were described as quantum particles with the
multicomponent APMO approach?” implemented in the
LOWDIN package.”” Wave functions were computed at the
APMO Hartree—Fock (APMO/HF) level. Correlation en-
ergies, accounting for both electron—electron and electron—
positron interactions, were obtained with the generalized
APMO second-order propagator (APMO/P2) approach.’’

Vertical detachment energies (VDEs) were obtained from
Koopmans’ theorem (KT) as the negative of the energies of
electronic and positronic singly occupied molecular orbitals
(SOMOs),

VDEy; = —€; (3)

where GZ is the SOMO energy of @ = ¢~ or e' for the pth

orbital. In the framework of the multicomponent APMO
propagator theory, KT energies can be improved by the
inclusion of relaxation and correlation corrections via the self-

energy term, z;p (a);,'), such that
VDEgp, = —a, (4)

where a): is the optimized SOMO energy obtained by solving

a__ a a a
w, =€, + X, (@) (s)
iteratively, with
+ + - +_ -
Zo(@ ) =T orx + T prat (6)
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(7)
and

(@) =T o+ Torx + Torx + T ormt + T brav
(8)

e T—e .
In the expressions above, 7 ppy and T pgy are the pair-
removal correlation terms associated with the e—p and e—e

P
correlations. The 7'601{;( terms describe positron/electron

-+
relaxation upon electron/positron detachment, and 7 3gy s

the pair-relaxation term, which is only present if there is more
than one occupied orbital.*"%*

The classical MC simulations generate Ps—solvent config-
urations comprising 500 water molecules. It would not be
possible to describe systems of that size employing the APMO
methods described above. In most of the results presented in
the next section, we consider a hybrid approach. The Ps atom
and neighboring water molecules are treated quantum
mechanically, although subjected to the electrostatic field of
the far-lying water molecules. The field is generated by the
same atomic point charges used in the FF, referred to as the
electrostatic embedding. This hybrid QM/MM method was
recently implemented in the LOWDIN code and is applied
here for the first time. Finally, we also calculated the
probability densities for the electronic and positronic orbitals
with the Multiwfn software package,”® using 500-point radial
grids.

2.3. Annihilation Rate. The calculation of accurate
annihilation rates from wave function or DFT methods is
very challenging. Electron—positron pairs are strongly
correlated systems requiring computationally intensive meth-
ods, so it is a common practice to resort to enhancement
factors.”*®> The present work is mainly focused on the QM/
MM approach to solvated Ps atoms, paying special attention to
the construction of the QM model, so we do not discuss
enhancement factors or empirical corrections to the
annihilation rates computed with APMO wave functions. We
calculate two-photon annihilation rates to illustrate how the
contributions from the direct and pick-off mechanisms can be
easily obtained from the electronic and positronic molecular
orbitals. Motivated by the potential relevance of the
annihilation with core electrons to positron-based cancer
treatments,”> we also decompose the pick-off rates into the
contributions from valence and core electrons.

The spin-averaged two-photon annihilation rate®®®” (1) for
a solvated Ps atom can be expressed as

A= ke / VAR, 7)8(R,, 7,)¥(R, 7)dR d7, o)
where r, is the classical electron radius, ¢ is the speed of light,
and ¥ is the APMO/HF wave function. The position of the
positron is denoted as 7,, while the electronic positions are

collectively indicated as R,. It should be clear that the density
operator is given by a sum over N electrons,

5(Rer 7:;) = Zila(f -
ith electron. In view of the r, = r, constraints imposed by the
density operator for every electron—positron pair, the integral
in eq 9 can be rewritten in terms of density overlaps involving
the occupied electronic and positronic squared orbitals. In the
unrestricted APMO/HF computations, the densities are

7,), where 7 is the position of the
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converged without imposing spin states for the positron and
the unpaired electron, so the rate can be written as

N, Ny
A= mrge| Sy + ZSia+ ZS}ﬁ .
i=1 j=1 (10)

We consider Ps-(H,0), aggregates described quantum
mechanically with N = (N, + Ny + 1) electrons, where N,
and Ny are the numbers of a- and f-spin electrons in the
neutral water cluster (closed shell, N, = Ny).

SF = / dr g (r)Plg(r)? is the overlap between the density
of the ith electronic orbital with a spin (¢) and the density of
the occupied positronic orbital (¢). The S-spin density
overlaps, Siﬂ , are defined likewise. The first term in parentheses
(Sy) describes the direct annihilation rate, Ap,. For the fully

antisymmetric electronic state, it is defined as the contribution
from the spin—orbital describing the unpaired electron,

denoted as N. The other terms (S and Sjﬁ ) account for the

pick-off rate, 4,,. Although not indicated explicitly, the
contribution from the core and valence electrons to 4,, can
be calculated by classifying the electronic orbitals accordingly.
The annihilation lifetimes (z = 1/4) and the radial pick-off
annihilation densities, corresponding to the integrands of the
overlaps as functions of the radial coordinate, were calculated
with Becke’s multicenter algorithm®® implemented in the
Multiwfn package. The results obtained with a three-dimen-
sional grid with 75 radial points and 434 angular points did not
significantly differ from those computed with a denser grid
having 250 radial and 5810 angular points.

3. RESULTS AND DISCUSSION

In sections 3.1—3.3, we discuss the results obtained with the L]
parameters for the Ps—O interaction given in section 2.1, based
on the hydrated electron model reported by Ludwig et al.*’
The reduced cavity model, which employed a modified set of
LJ parameters, is discussed in section 3.4.

3.1. Classical Results. The radial distribution function
(RDF) for Ps—oxygen pairs, shown in Figure 1 (red line),
provides information on the solvent structure around the
solute. The first solvation shell is defined by the RDF

’ — &,=0.016kcal/mol ©,=4.61 A
— &,=0.134kcal/mol &, =3.254
L.5F
C)
o -
2 1
&)
0.5F
& 6 8 10
1(A)

Figure 1. Radial distribution function for Ps—oxygen pairs. The
hydrated Ps model based on the parametrization of ref 49 is given by
the solid red line, while the solid purple line was computed with a
different set of LJ parameters. The dashed lines define the first
solvation shell (blue) and bulk limit (green) with Gpyo(r) = 1.
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Ps and 150 water
molecules

Ps, 10 QM molecules and
140 MM molecules

Ps and 10 QM
molecules

Figure 2. Structure of Ps—water configuration A (see text). The solvation shells up to the bulk limit comprise 150 water molecules (left), with the
oxygen, hydrogen, and Ps atoms represented in red, white, and yellow, respectively. The QM/MM model (center) comprises ten water molecules
in the QM region and 140 in the MM region. The QM molecules are represented by balls and sticks, while the MM ones are represented by large
blue spheres. The isolated cluster is formed only by the QM region (right), without electrostatic embedding.

minimum at 5.45 A, indicated by the dashed blue line, and
displays a maximum around 3.75 A. A second solvation shell is
also noticeable, and the bulk density, corresponding to Gpo(r)
= 1, is observed beyond 10.15 A, as indicated by the dashed
green line. Integration of the RDF points out 22 water
molecules in the first shell (r < 5.45 A) and 150 molecules up
to the bulk limit (» < 10.15 A). The RDF also points out a
solute cavity, with a radius of ~3.0 A, in consistency with the
hydrophobic character of Ps. This cavity radius is also close to
thggempirical estimate obtained for the bubble model, R = 3.2
A

The Ps hydration free energy, AGy,q was calculated with the
free energy perturbation (FEP) method®”” using the
procedure as performed before.”' The Ps—water interaction
potential was gradually turned off by decreasing the LJ
parameters stepwise, as described in the SI, such that AGy,4 =
5.58 =+ 0.32 kcal/mol was obtained as minus the free energy for
Ps disappearance in solution. The positive value indicates a
nonspontaneous process, and the solvation free energy for Ps
in water is comparable in magnitude to those reported for
neon (2.48 kcal/mol) and xenon (1.45 kcal/mol), which are
examples of hydrophobic solutes forming clathrate struc-
tures.”” The Ps solvation energy, AE, 4, was also estimated as
the energy difference between the noninteracting Ps—water
system and the solvated Ps counterpart,

AEhyd =E - Efree = (E + Evl?ziv) - (Ev}:r‘vl\}k) (11)
Since the classical simulations disregard the internal structures
of atoms and molecules, the energy of the noninteracting
system (Eg,.) only considers bulk water—water intermolecular

solv Psw

interactions (Evl\’;:vlk), while Ps—water (Ep,,) and water—water

interactions in the presence of Ps (EL%)) are considered in the
solvated system (E,,). As described in the SI, all terms in eq
11 are averaged over the MC configurations computed for the
water molecules lying within the cutoff radius employed in the
simulations using the procedure as performed before.”” The
solvation energy is more conveniently expressed in terms of the
solvent relaxation energy,

AEy,q = Epg, + Eyy (12)
where E, = (EX — E2). The calculated solvation energy,
AEy,q = —11.25 + 1.32 kcal/mol, is largely dominated by the
relaxation contribution, E;, = —11.24 + 1.30 kcal/mol, since
the average interaction of the hydrophobic Ps particle with the
solvent is weak, Epg, = —0.01 + 0.02 kcal/mol. From basic
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thermodynamics principles, the entropy change associated with
Ps solvation can be expressed as

1

where pAV is the volume change associated with Ps solvation
(see the SI for details). We obtained AS, 4 = —244 + 23 J/
mol-K from the energy estimates given above and the pAV
contribution. The negative entropy change arises from the
breaking of the hydrogen bonds to form the solute cavity. The
water molecules in the first solvation shell become oriented
such that their hydrogen bonds are tangent to the cavity
surface and their mobility is reduced. A similar decrease in the
rotational and translational entropies of water molecules was
observed by Halselmeier et al. in the solvation of xenon
atoms.”* This corroborates the parallel between the solvation
of noble gases and Ps, since the hydrated exotic particle also
forms a clathrate structure.

3.2. Cluster Models. The statistical correlation among the
MC configurations was characterized with a standard
procedure based on the enthalpy autocorrelation function.”*”°
Uncorrelated configurations were found to be separated by

~1.2 X 10° steps, such that 80 uncorrelated configurations
were selected out of 2 X 10° ones generated along the
simulations. While the statistically uncorrelated configurations
play a crucial role in the model, as they allow for estimates of
thermodynamically averaged quantum properties, caution must
be taken to keep the numerical effort manageable. Crucial
variables are the level of electron—positron correlation in the
APMO calculations, the basis set size, and the number of QM
molecules in the Ps—water clusters. One should bear in mind
that considering Ps—water configurations with 500 solvent
molecules would be impractical. The combination of QM
water molecules with far-lying MM ones (electrostatic
embedding) can provide a compromise between accuracy
and effort.

The convergence of the quantum properties was studied
with respect to the basis set size and expansion centers. To this
end, we considered the total energies of the Ps—water clusters,
the radial probability densities, and the electronic and
positronic vertical VDEs. The latter are given by minus the
energies of the unpaired molecular orbitals, thus corresponding
to electronic and positronic ionization potentials. Preliminary
studies indicated that a QM region comprising ten water
molecules was reasonable to assess the basis set quality. As
shown in Figure 2, that choice corresponds to the average
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number of first neighbors and can be viewed as the
coordination number of the Ps atom. We performed
calculations for three representative uncorrelated configura-
tions labeled A, B, and C, selected on the basis of different
solvent molecule distributions around the solute. The first is
shown in Figure 2, and the other ones are shown in the SL
While the first solvation shell is composed of 22 water
molecules, as explained in section 3.1, the smaller QM clusters
are convenient to reduce the numerical effort.

We performed APMO/HF calculations for the isolated
clusters (QM region only) and for the clusters surrounded by
the electrostatic embedding (QM and MM regions). In the
latter case, 140 water molecules were described with effective
atomic charges, such that the sum of water molecules in the
QM and MM regions accounts for the first and second
solvation shells (see section 3.1).

3.2.1. Basis Sets. The numerical burden can be significantly
affected by the choice of basis set. In addition to the Gaussian
basis, one should consider the number of expansion centers,
especially for the positronic wave function. We explored three
different schemes: (I) All atomic centers in the QM region,
namely the oxygen and hydrogen atoms in the water molecules
described explicitly, were used to expand the electronic wave
function, although only the QM oxygen centers were used to
expand the positronic wave function. This procedure avoids
too large basis sets and can be justified by the repulsive
interaction between the positron and the positively charged
hydrogen atoms. (II) The positronic wave function was
expanded with a single ghost center placed at the position of
the Ps atom in the MC configuration, i.e., inside the solute
cavity. The electronic wave function used in the previous
scheme was also augmented with atomic orbitals (AOs) on the
same ghost center. (III) All QM centers described above were
combined such that the positronic wave function was expanded
on both the oxygen and ghost centers, while the electronic
wave function was the same as in scheme II. In schemes II and
III, standard hydrogenic basis sets were added at the ghost
center for both the electronic and positronic wave functions.

The three schemes outlined above were tested with several
basis sets for the A, B, and C configurations. In all cases, we
also performed calculations with and without electrostatic
embedding. While most of the results are presented in the SI,
the take-home lesson can be learned from Table 1, which
shows the total APMO/HF energies obtained for configuration
A with the 6-31G++(d,p) basis set. In general, the energy
improvement with respect to the basis set size is very slow in
scheme I. The energies obtained with the APMO/HF/6-31G+
+(d,p) method for configuration A are significantly lower for

Table 1. Total Energies (in Hartree) Obtained with the
APMO/HF/6-31G++(d,p) Method for the Configuration
Aa

total energy

expansion centers isolated embedded Nyo
oxygen —760.3196 —807.7798 500
ghost —760.3498 —807.8300 322
oxygen and ghost —760.3676 —807.8463 512

“The calculations were performed for the isolated and embedded
clusters employing schemes I (oxygen), II (ghost), and III (oxygen
and ghost) for the expansion centers (see text). The number of
atomic orbitals (N,o) is also indicated.

scheme II (322 AOs) compared to scheme I (500 AOs),
despite the larger number of AOs in the latter. The energy
differences are around 0.030 and 0.050 hartree for the isolated
and embedded QM clusters, respectively.

The energies computed with scheme III (512 AOs) are even
lower, as expected, although the improvement with respect to
scheme II is relatively small in view of the basis set sizes. The
energy differences were 0.018 and 0.016 hartree for the
isolated and embedded systems, respectively. The use of
scheme II can be viewed as the best compromise between
numerical effort and accuracy, and it could be further improved
by optimizing the basis sets centered inside the solute cavity.

The molecular orbital (MO) amplitudes and the radial
probability densities provide further insight into the basis set
quality. Figure 3 shows the radial probability densities (RPDs)
for the unpaired molecular orbitals obtained with the APMO/
HF/6-31G++(d,p) method for configuration A (results for
configurations B and C are shown in the SI). Even though we
performed unrestricted HF calculations, we henceforth refer to
those orbitals as singly occupied molecular orbitals (SOMOs),
and their amplitudes are shown in Figure 4. Both the excess
electron and the positron tend to delocalize over the cluster
surface when scheme I is used. The densities of both particles
are shifted inward in the embedded cluster, but most of the
probabilities still lie outside the solute cavity (r > 3.0 A).
Despite the diffuse basis set employed in the calculations, the
RPDs are strikingly different in scheme II. Most of the
electronic and positronic SOMO densities become localized
inside the solute cavity. Apart from minor outward shifts, the
SOMO densities obtained with scheme III are similar to those
calculated with scheme II. In both schemes, the electrostatic
embedding has mild effects on the RPDs, although the
electronic SOMO is somewhat more localized inside the cavity
in the embedded cluster.

The excess charge in water cluster anions can be either
localized “inside” the cluster volume or delocalized over the
surface, depending on the cluster size and other aspects.”””*
Positron attachment to neutral glycine—water clusters also
gives rise to far-lying positronic densities localized around the
negative end of the dipole moment of the cluster.”” One could
thus argue if the addition of AOs inside the solute cavity could
artificially enforce charge localization. We actually believe this
is not the case. The comparison of the variational APMO/HF
energies for schemes I and II points out that better (lower)
energies are obtained with much smaller basis sets in the case
when the ghost center is used. The combination of all
expansion centers (scheme III) also gives rise to even lower
energies and localized SOMO densities, similar to those
obtained with scheme II. The results suggest that scheme I
would require significantly larger basis sets located on the
relatively far-lying atomic centers to properly describe the
electronic and positronic densities inside the cavity. We thus
consider the densities obtained with scheme I to be artificially
produced by inadequate basis sets.

We further explored scheme II with larger basis sets,
although only considering the embedded cluster obtained from
configuration A. The RPDs calculated for the electronic
SOMO are shown in Figure 5. In the first set of calculations,
we used the 6-31G+(d,p), 6-31G++(d,p), 6-311G++(d,p), and
aug-cc-pVDZ basis sets for the electrons and the positron. As
long as the basis set is sufficiently diffuse, which is the case for
the 6-31G++(d,p), 6-311G++(d,p), and aug-cc-pVDZ calcu-
lations, the positronic densities are similar. We also considered
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Figure 3. Radial probability densities for the electronic (left) and positronic (right) SOMO orbitals obtained for configuration A with the APMO/
HF/6-31G++(d,p) method. The calculations were performed for the isolated (solid lines) and embedded (dot—dashed lines) QM clusters.
Schemes I (oxygen centers), II (ghost center), and III (oxygen and ghost centers) for the basis set expansion were also considered (see text).
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Figure 4. Isosurfaces of the electronic (green) and positronic (purple) SOMO orbitals obtained for configuration A with the APMO/HF/6-31G+
+(d,p) method. The calculations were performed for the embedded QM clusters. Schemes I (oxygen centers), II (ghost center), and III (oxygen
and ghost centers) for the basis set expansion were also considered (see text). The isovalue 0.03 au was used in all cases.

different basis sets for the atomic and ghost centers, denoted as
6-31G+(d,p)/aug-cc-pVXZ, with X = D, T, and Q. The 6-31G
+(d,p) basis set was always used on the atomic centers, while
the augmented correlation-consistent (aug-cc) basis sets
expanded the ghost center. Once more, no significant change
in the RPDs was observed, pointing out that the combination
of scheme II with the 6-31G+(d,p)/aug-cc-pVDZ basis set
would provide a suitable balance between accuracy and effort.

3.2.2. Detachment Energies. While the total energy is
useful to access the basis set quality in variational APMO/HF
calculations, it is not observed in experiments. The VDE, on
the other hand, is often used to characterize electron—water
clusters”*® and could also be useful for positrons, at least in
principle. The electronic and positronic VDEs, estimated from
Koopmans’ theorem applied to the APMO/HF SOMOs, are
shown in Table 2. Once more, we consider several basis sets
for configuration A (see the SI for configurations B and C) and
also different schemes for the basis set expansion centers. As
expected, the results obtained with scheme I are discrepant, so
we concentrate the discussion on schemes II and III. For these
schemes, the electronic VDEs computed with the 6-31G+(d,p)
basis set are in poor agreement with the other estimates. In
general, the difference between the VDEs obtained for the
isolated and embedded clusters is also underestimated
compared to those computed larger basis sets. Focusing on
the larger and more diffuse basis sets, 6-31G++(d,p) to aug-cc-
pVDZ, it is clear that the interaction with the electrostatic
embedding stabilizes the SOMOs, especially the positronic
orbital (x0.2 eV and ~0.4 eV for schemes II and III,
respectively). Also, for the larger basis sets, scheme III typically
gives rise to smaller VDEs compared to scheme II, with more
significant discrepancies for the electronic orbitals. For the
embedded QM cluster, the 6-311G++(d,p) and aug-cc-pVDZ
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basis sets predict essentially the same positronic VDEs,
although discrepancies around 0.4 to 0.5 eV (~10%) are
found for the electronic detachment energy.

Since the electronic basis sets are the same in schemes II and
III, the VDE discrepancies for the electronic SOMO actually
arise from the localization of the positron density. In other
words, the slightly more compact positronic wave function
(scheme II) attracts the excess negative charge more
effectively, thus shifting the electronic density from the outer
region of the QM cluster to the solute cavity. Inspection of the
RPDs in Figure 3 further supports the argument. The positron
density is shifted inward in scheme II, with respect to scheme
III, and the corresponding electron density peak becomes
higher and slightly shifted inward. The fact that the electronic
VDE is more significantly affected by the change in the
positron basis is counterintuitive, but the accumulation of
electronic density in the cavity leads to stabilization by two
effects, namely the more effective attraction to the positron
density and the smaller electron repulsion. Finally, we
computed the VDEs employing scheme II and the 6-31G
+(d,p)/aug-cc-pVXZ basis sets described above, as shown in
Table 3. The electronic VDE is barely affected by the basis set
placed on the ghost center or the embedding (107> eV
variations), although still overestimated, by about 10%,
compared to the result obtained with scheme III employing
the larger basis sets. The positronic VDE is more sensitive to
the basis set and embedding, with variations around 107! eV.
Unlike the total energy, the VDEs do not show a clear trend
with respect to the basis set size, and the discrepancies between
schemes II and III, although not large, are persistent.
Comparing the estimates obtained for the embedded cluster
with scheme III and the 6-311G++(d,p) basis set (Table 2)
with those computed with scheme II and the 6-31G+(d,p)/
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Figure S. Radial probability densities for the electronic (upper panel)
and positronic (lower panel) SOMO orbitals obtained for
configuration A with the APMO/HF method and scheme II for the
expansion centers (see text). The 6-31G+(d,p), 6-31G++(d,p), 6-
311G++(d,p), and aug-cc-pVDZ basis sets were used for the
electronic and positronic wave functions. The electronic 6-31G
+(d,p) basis set in the atomic centers was also combined with aug-cc-
pVXZ sets in the ghost center, where X = D, T, and Q. The basis set
combinations are indicated as 6-31G+(d,p)/VXZ. The result obtained
with scheme III and the 6-31G++(d,p) basis set is also shown for
comparison (oxygen and ghost centers).

VQZ basis set (Table 3), we find better agreement for the
positronic VDE (0.06 eV) than for the electronic counterpart
(0.37 eV). The discrepancies between the VDE estimates
computed with schemes II and III can be view as tolerable
considering the significant difference in the basis set sizes,
especially for the more sophisticated model with a larger QM
region and the inclusion of electronic and positronic
correlation effects.

3.2.3. Annihilation Lifetimes. Electron—positron pairs form
strongly correlated Fermion systems. An accurate description
of the correlation energies and annihilation rates requires the

Table 3. Electronic (¢”) and Positronic (") VDEs (in eV)
Estimated with Koopmans’ Theorem for Configuration A”

isolated embedded basis set
¢~ VDE 4.97 4.99 6-31G+(d,p)/VDZ
4.96 4.96 6-31G+(d,p)/VTZ
4.96 4.95 6-31G+(d,p)/VQZ
¢" VDE 4.45 4.56 6-31G+(d,p)/VDZ
4.56 472 6-31G+(d,p)/VTZ
4.56 4.75 6-31G+(d,p)/VQz

“The calculations were performed for the isolated and embedded
clusters using different basis sets and scheme II for the expansion
centers (see text). The 6-31G+(d,p) basis set was used in the atomic
centers, and aug-cc-pVXZ was used in the ghost center, where X = D,
T, and Q. The basis set combinations are indicated as 6-31G+(d,p)/
VXZ.

inclusion of high-order terms in the many-body perturbation
expansion.”’ Since the use of accurate, although computation-
ally intensive methods would be unfeasible for systems
comprising tens of atoms, the quantitative description of the
pair annihilation rates would require empirical corrections,
such as enhancement factors.”*®> While the development of
these corrections is beyond the scope of the present work, we
present two-photon annihilation lifetimes (reciprocal annihila-
tion rates) obtained from the APMO/HF molecular orbitals, as
described in section 2.3. The direct (intrinsic) lifetimes, 7p,, are
computed with the electronic SOMO, while the pick-off
counterparts, 7,,, are computed with paired orbitals. The core
contribution to the latter lifetimes, 7., is simply obtained by
classifying the electronic orbitals as core or valence ones. The
direct annihilation rate is the major component of PET signals,
pick-off annihilation encodes information about the medium in
PALS, and core annihilation could be relevant to positron-
based cancer therapy.

The lifetimes obtained for configuration A with the different
expansion schemes and several basis sets are shown in Table 4
(see the SI for configurations B and C). The pick-off lifetimes
computed with scheme I are fairly close to the room-
temperature experimental result, 7,, = 1.85 ns.”” Scheme I
provides a poor description of the solvated Ps, as discussed
above, and the HF wave functions are expected to significantly
overestimate the annihilation lifetimes (underestimate the
annihilation rates).*” The reasonable agreement between the
pick-off rates calculated with scheme I and the experimental
data is accidental. The 7,, lifetimes are decreased by the
artificial displacement of the Ps density from the solute cavity
into the region with high electronic density (see Figures 4 and

Table 2. Electronic (e”) and Positronic (e*) VDEs (in eV) Estimated with Koopmans’ Theorem for Configuration A

oxygen centers

ghost center

oxygen and ghost centers

isolated embedded isolated
¢ VDE 2.38 2.67 6.26
2.97 3.74 4.73
3.03 3.18 4.93
3.01 3.13 4.96
¢" VDE 3.89 3.63 4.27
3.10 2.54 4.17
321 3.01 4.51
3.68 342 4.42

embedded isolated embedded basis set
6.32 4.53 4.66 6-31G+(d,p)
4.81 442 4.53 6-31G++(d,p)
4.99 4.46 4.58 6-311G++(d,p)
5.02 442 4.50 aug-cc-pVDZ
425 4.53 4.57 6-31G+(d,p)
4.40 429 4.63 6-31G++(d,p)
4.69 4.34 4.69 6-311G++(d,p)
4.58 4.24 4.62 aug-cc-pVDZ

“The calculations were performed for the isolated and embedded clusters using different basis sets and schemes I (oxygen centers), II (ghost
center), and III (oxygen and ghost centers) for the expansion centers (see text).
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Table 4. Annihilation Lifetimes (in Nanoseconds) Calculated with the APMO/HF Method for Configuration A with Schemes I
(Oxygen Centers), II (Ghost Center), and III (Oxygen and Ghost Centers) Described in the Text”

oxygen centers

ghost center

oxygen and ghost centers

isolated embedded isolated
e 12.73 10.31 2.49
25.24 15.15 7.89
22.64 15.30 7.20
21.94 16.37 6.86
Tpo 2.20 2.57 97.13
2.13 2.76 2.76
2.33 2.79 4.59
2.78 3.26 3.71
T 176.3 1015 40891
203.5 117.5 16.37
425.4 586.5 32.36
137.2 100.2 22.39

embedded isolated embedded basis set
247 s.11 479 6-31G+(d,p)
6.88 11.07 879 6-31G++(d,p)
6.53 10.64 8.47 6-311G++(d,p)
6.25 11.42 9.06 aug-cc-pVDZ
98.11 7.98 8.72 6-31G+(d,p)
2.95 8.53 9.61 6-31G++(dp)
4.89 8.68 9.74 6-311G++(d,p)
3.95 8.83 9.83 aug-cc-pVDZ
40911 3280 329.5 6-31G+(d,p)
17.59 1255 1642 6-31G++(d,p)
35.12 2543 3049 6-311G++(dp)
24.09 2384 2200 aug-cc-pVDZ

“The calculations were performed for the isolated and embedded QM clusters with different basis sets.

Oxygen centers

Ghost center

Oxygen and ghost centers

Figure 6. Isosurfaces of the pick-off electronic density (green) and positronic density (purple) obtained for embedded configuration A with the
APMO/HF/6-31G++(d,p) method. Schemes I (oxygen centers), IT (ghost center), and III (ghost and oxygen centers) for the basis set expansion
were also considered (see text). The isovalue 0.0001 au was used in all cases.

6), thus enhancing annihilation. Those displaced Ps densities
also increase the 7, lifetimes with respect to scheme III. In this
case, the overlaps of the positronic orbital with the core
orbitals of the far-lying water molecules become vanishingly
small.

As could be anticipated from the VDE results, the lifetimes
calculated with the 6-31G+(d,p) basis set are generally in poor
agreement with those computed with the more diffuse basis
sets. The discrepancy is huge for 7,, and 7., computed with
scheme II, compared to scheme III. The short-ranged basis,
along with the single-center expansion of the positronic orbital,
unsuitably reduces the overlap of the positronic orbital with
the doubly occupied electronic orbitals localized on the water
molecules. In the following, we consider the lifetimes
calculated with schemes II and III and the larger basis sets,
i.e, all but 6-31G+(d,p). Since the annihilation lifetimes are
mildly affected by the electrostatic embedding, we also
concentrate the discussion on the basis sets and expansion
centers.

The direct annihilation lifetimes predicted by scheme II are
shorter by 20% to 30% in comparison with scheme III. The
annihilation enhancement is consistent with the more localized
SOMOs in scheme II, as discussed above, although it can be
considered an artifact of the basis set expansion. While the
estimates obtained with the 6-31G+(d,p)/aug-cc-pVXZ basis
sets (Table S) are somewhat closer to those computed with
scheme III (Table 4), discrepancies persist. The disagreement
between schemes II and III is significantly larger for the pick-
off lifetimes. The 7,, values computed with scheme II are

po
smaller in comparison with scheme III by a factor of 2 to 3,
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Table 5. Annihilation Lifetimes (in Nanoseconds) for
Configuration A Calculated with the APMO/HF Method”

isolated embedded basis set

Tpg 6.69 6.22 6-31G+(d,p)/VDZ
7.27 6.70 6-31G+(d,p)/VTZ

7.46 6.87 6-31G+(d,p)/VQZ

Tho 3.79 3.96 6-31G+(d,p)/VDZ
5.64 5.94 6-31G+(d,p)/VTZ

5.83 6.14 6-31G+(d,p)/VQZ

Teo 22.98 24.22 6-31G+(d,p)/VDZ
43.61 46.10 6-31G+(d,p)/VTZ

47.75 50.41 6-31G+(d,p)/vVQz

“Scheme 1I for the expansion centers was employed with different
basis sets (see text). The 6-31G+(d,p) basis set was used in the
atomic centers, while aug-cc-pVXZ was used in the ghost center,
where X =D, T, and Q. The basis set combinations are indicated as 6-
31G+(d,p)/VXZ. The lifetimes were decomposed into direct (zp,),
pick-off (TPO), and core (7.,) terms for the isolated and embedded
clusters.

and also more sensitive to the choice of basis set (Table 4).
Once more, the discrepancies are mitigated by the 6-31G
+(d,p)/aug-cc-pVXZ basis sets (Table S), especially the VTZ
and VQZ ones, but not removed.

The shorter pick-off lifetimes predicted by scheme II may
seem counterintuitive at first glance. The single-center
expansion of the positronic orbital favors the localization
inside the solute cavity and would thus disfavor the overlap
with the electronic orbitals localized on the water molecules. In
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Figure 6 we show isosurfaces of the positronic density along
with the corresponding pick-off electronic densities, which
were obtained from the doubly occupied orbitals (excluding
the electronic SOMO). For the three configurations (B and C
are shown in the SI), scheme II gives rise to nearly spherically
symmetric positronic densities, while the additional expansion
centers in scheme III produce distorted densities. Since the 7,,
lifetimes obtained from the latter positronic densities are
shorter, we conclude that the more flexible positronic basis
lowers the overlap with the pick-oft electronic density. The
APMO/HF wave functions minimize the total energy, so the
deformation of the positronic orbital should alleviate the
repulsive interaction with the atomic nuclei of the surrounding
water molecules. This argument is consistent with the VDE
results as scheme III predicts larger detachment energies (see
Table 2 and the SI), although the discrepancies with respect to
scheme II are more significant for the pick-off lifetimes. The
considerably longer core annihilation lifetimes predicted by
scheme III (Table 4) further suggest that the distortions of the
positronic density avoid the vicinity of the nuclei.

The contributions from core orbitals to the pick-off lifetimes
are particularly sensitive to the choice of expansion centers, as
indicated by the strikingly large discrepancies between the 7,
values computed with schemes II and III, around 2 orders of
magnitude. As far as the pick-off lifetimes are concerned, those
huge differences are not very important because the core
contribution does not exceed ~15% in scheme II, being much
smaller in scheme III. Nevertheless, the Auger decays initiated
by core annihilation events enhance the probability of lethal
DNA damage, which would make positron-based cancer
treatments more efficient than the electron-based counter-
parts.”® Our results point out that core annihilation lifetimes
are even more challenging to theory than the pick-off ones.

Finally, we explored the radial pick-off overlap, which

corresponds to the integrand of<zi S*+ Zj Sjﬂ) ineql0asa

function of the radial coordinate (integrated over all
directions). These overlaps are shown in Figure 7 for
configuration A and the 6-311G++(d,p) basis set (see the SI
for configurations B and C). The pick-off overlaps obtained
from scheme II have sharp peaks around 3.4 A, thus lying close
to the first maximum of the Ps—oxygen radial distribution
function (Figure 1). Scheme III displays a lower peak, which is

0.04
— ghost center

oxygen and ghost centers

— = ghost center - embedded
:‘r< 0.03F oxygen and ghost centers - embedded
[a)
24
o
=
5 0.02F
>
o
b
A
35 001}
=%
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0 1 2 3 4 5 6 7 8

Radial Distance (A)

Figure 7. Radial pick-off overlap obtained for configuration A with the
APMO/HF/6-311G++(d,p) method. The calculations were per-
formed for the isolated and embedded QM clusters. Schemes II
(ghost center) and III (oxygen and ghost centers) for the basis set
expansion were also considered (see text).
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also shifted inward to 3.0 A. This result provides further
evidence that the multicenter expansion lowers the super-
position of the positronic and pick-off electronic densities. The
pick-oftf overlap densities obtained from Schemes II and III
spread over ~2.5 A and ~2.0 A, respectively. These values
can be related to the pick-off penetration thickness in the
bubble model. The typical value § = 1.66 A*® is comparable to
the widths of the pick-off densities.

3.3. Bulk Model. While the QM/MM models for small
water clusters were useful for the numerical tests discussed in
the previous sections, we further considered a larger model.
We included 22 water molecules in the QM region,
corresponding to the first solvation shell, in addition to 128
solvent molecules described as point charges. This procedure is
often adequate to account for the absorption spectra of
solvated molecules, so it should also account for the bulk
properties of the solvated Ps atoms.

Although the results obtained with schemes II and III for the
basis set expansions were not always in good agreement,
especially for the annihilation lifetimes, the computations for
the bulk model employed scheme II with the 6-31G+(d,p)/
aug-cc-pVTZ basis set. It should be clear that the computa-
tional effort is increased by the larger number of molecules in
the QM regions, the inclusion of correlation effects through
the APMO/P2 method, and the statistical analysis. The latter
was carried out with 80 uncorrelated configurations.

Before we consider the thermodynamical averages, it is
interesting to compare the VDEs computed with the cluster
and bulk models, respectively comprising 10 and 22 solvent
molecules in the QM region. To this end, we resort to the A, B,
and C configurations and the 6-31G+(d,p)/aug-cc-pVTZ basis
set with scheme II for the expansion centers. The electronic
VDEs obtained with the bulk (cluster) model were 4.94 eV
(4.96 eV) for configuration A, 4.11 eV (3.86 eV) for
configuration B, and 5.07 eV (4.81 eV) for configuration C.
The positronic VDE estimates were 4.87 eV (4.72 eV), 5.65 eV
(5.71 eV), and 4.89 eV (4.75 eV) for configurations A, B, and
C, respectively. Comparing the models, the VDE deviations are
not large, around and below 5%. These discrepancies are also
considerably smaller than the differences among the estimates
obtained for the A, B, and C configurations with the same
model, suggesting that embedded small clusters may serve as
reasonable models for VDE calculations.

The VDE estimates computed with the APMO/HF and
APMO/P2 methods for the bulk model are presented in Table
6. The mean values and mean errors, corresponding to the
standard error of the mean, were obtained from the set of 80
uncorrelated Ps—solvent configurations. The HF-level posi-
tronic VDE, 5.33 + 0.04 eV, significantly exceeds the electronic
counterpart, 4.53 + 0.04 eV. This result could not be easily
anticipated from the previous calculations for configurations A,
B, and C and points out the relevance of the liquid phase
statistics. The standard deviations of the VDE distributions are
obtained by multiplying the mean error by /80 = 9, such that
0 = 0.36 eV for both the electronic and positronic detachment
energies. The standard deviations indicate significant variations
of the VDE values arising from the accessible solute—solvent
structures in the NpT ensemble.

The mean VDEs computed with the APMO/P2 method are
higher than the APMO/HF counterparts by 0.20 and 0.12 eV
for positron and electron detachment, respectively. The
decomposition of the second-order correlation energies,
according to eq 8, is also shown in Table 6. The pair-
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Table 6. Electronic (¢”) and Positronic (e*) VDEs, in Units of Electronvolts, Computed with the APMO/HF (KT) and

APMO/P2 (P2) Methods”

KT P2
e~ VDE 4.53 + 0.04 4.73 = 0.04
¢" VDE 5.21 + 0.04 5.33 £ 0.04
Tps 6.7 £ 0.1
Tpo 7.3 £0.1
T, 58.0 + 0.6

co

TORX TPRM
- 079 £ 001 0.99 + 0.01
- 075 + 001 0.87 + 0.00

“The decomposition of the correlation energy into pair-relaxation (7 zy) and -removal (7 pgy,) contributions and the APMO/HF annihilation
lifetimes (in units of ns) are also indicated. The calculations employed scheme II for the expansion centers along with the 6-31G+(d,p)/aug-cc-
pVTZ basis set (see text). The mean values and mean errors were obtained from 80 statistically uncorrelated Ps—water configurations.

Table 7. Electronic (e¢”) and Positronic (e*) VDEs (in Electronvolts) and Annihilation Lifetimes (in Nanoseconds) Obtained
with the APMO/HF/6-31G++(d,p) Method for Configuration D (Reduced Cavity Model)”

oxygen centers

ghost center oxygen and ghost centers

isolated embedded
e~ VDE 3.38 3.06
¢" VDE 2.60 3.0
To, 27.14 15.89
Tpo 1.89 231
T, 236.3 133.1

co

isolated embedded isolated embedded
4.85 4.31 4.20 3.82
4.08 4.81 4.16 5.0
5.73 5.32 9.65 7.47
2.10 2.19 4.55 5.33
12.71 13.41 689.7 836.7

“Schemes I (oxygen centers), II (ghost center), and III (oxygen and ghost centers) for the basis set expansion were considered.

relaxation term (7 pgy) was found to be negligible, while the
contributions from orbital relaxation (7 ygy) and pair removal
(T prar) Were comparable in magnitude. These terms tend to
cancel each other due to their opposite signs. Nevertheless, the
pair-removal contribution, which accounts for the e™—e™ and
e —e" correlations, exceeds the orbital relaxation term in
absolute value, thus increasing the electronic and positronic
binding energies with respect to the APMO/HF estimates.
While the P2 correlation contributions to the VDEs are
significantly higher than the mean errors, they provide modest
corrections to the KT values, below 5%.

Finally, the mean annihilation lifetimes are also presented in
Table 6. The statistical convergence with respect to the
number of configurations is slower for the lifetimes compared
to the VDEs. The relative mean errors are therefore larger for
the lifetimes, and the standard deviations are 6 = 1 ns for 7p,
and 7,, and 6 & § ns for 7. The average pick-off lifetime 6.7
ns is overestimated with respect the experimental result 1.85
ns, as expected, although our result can be viewed as a lower
bound for the HF-level estimate, as suggested by the
comparison between schemes II and III discussed above.
The pick-off lifetimes in Table 4 (see also the SI for
configurations B and C) and Table 7 do not suggest significant
discrepancies between the estimates obtained with the cluster
and bulk models. In fact, the pick-off lifetimes obtained with
scheme II and the 6-31G+(d,p)/aug-cc-pVTZ basis set for the
bulk (cluster) model are 6.37 ns (5.94 ns) for configuration A,
8.51 ns (7.90 ns) for configuration B, and 5.15 ns (4.81) for
configuration C. The discrepancies are also modest for the
other components. For 7, we obtained 6.33 ns (6.70 ns), 6.97
ns (7.87 ns), and 5.92 ns (6.16 ns) for configurations A, B, and
C, respectively. The estimates for the core annihilation
lifetimes were 54.27 ns (46.10 ns), 64.54 ns (55.45 ns), and
49.25 ns (40.56 ns) for configurations A, B, and C. While
larger for the latter contribution (x15%), the differences do
not exceed 10% for the intrinsic and pick-off lifetimes.
Interestingly, radial pick-oft overlaps computed with the cluster
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and bulk models, shown in the SI, have nonzero values over
essentially the same range. The results are encouraging, at least
for 7., despite the differences with respect to scheme III
discussed above. Accurate estimates for the annihilation
lifetimes will inevitably require enhancement factors, which
could be tuned to compensate the errors related to less
expensive computational models. In this sense, the discrep-
ancies between schemes II and III, as well as those between the
cluster and bulk models, can be viewed as reasonable.

3.4. Reduced Cavity Size. As explained in section 2.1, our
model for hydrated Ps particles was based on a previously
reported model for solvated electrons.”’ Considering the
electron—oxygen RDF, the latter model predicts the cavity
radius R, = 2.65 A and the maximum of the first solvation shell
R, = 2.95 A. More recent models for hydrated electrons®**’
point out smaller excluded volumes, with Ry < 2.0 A and R, ~
2.3 A>*>” While proposing new models for solvated electrons
is beyond the scope of our work, we modified the LJ
parameters to reduce the Ps excluded volume. This procedure
can be viewed as more consistent with those recent theoretical
accounts, but our main goal is to explore the impact of the
cavity size on the physical properties of solvated Ps atoms.

By modifying the L] parameters (€, = 0.16 kcal/mol and o,
= 3.2 A), we obtained Ry = 2.35 A and R, = 2.65 A for the
solvated electron. The excluded volume was reduced with
respect to the original model of Ludwig et al,* although it is
still somewhat too large. The average electron coordination
number in our modified classical model, n. = 6, is also
overestimated with respect to other calculations,”™*” which
predict nc = 4—S5. Nevertheless, the modified parameters serve
our purpose of exploring a modification in the cavity size.
From the same procedures described in section 2.1, we
obtained the L] parameters ep, = 0.134 kcal/mol and op, = 3.25
A for the Ps—oxygen interaction. This choice of parameters
changed the repulsive C;, coefficient, but the dispersion (Cy)
coefficient was kept constant, i.e., the same as in the previous
calculations. The Ps—oxygen RDF computed with the new set
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Figure 8. Isosurfaces of the electronic (green) and positronic (purple) SOMO orbitals obtained for configuration D (reduced cavity size) with the
APMO/HF/6-31G++(d,p) method. The calculations were performed for the embedded QM clusters. Schemes I (oxygen centers), II (ghost
center), and I1I (oxygen and ghost centers) for the basis set expansion were also considered (see text). The isovalue 0.03 au was used in all cases.

<’

Table 8. Electronic (e”) and Positronic (e*) VDEs, in Units of Electronvolts, Computed with the APMO/HF (KT) and
APMO/P2 (P2) Methods for the Model with Reduced Cavity Size”

KT P2 T orx T orut
¢~ VDE 4.54 + 0.05 478 + 0.04 —0.83 + 0.01 1.07 + 0.01
¢* VDE 523 + 0.05 5.31 + 0.04 —0.83 + 0.01 0.92 + 0.01
Tpe 642 + 0.05
Tho 471 £ 022
z 41.84 + 2.02

“The decomposition of the correlation energy into pair-relaxation (7 gy) and -removal (7 pgy,) contributions, and the APMO/HF annihilation

lifetimes (in units of ns) are also indicated. The calculations employed scheme II for the expansion centers along with the 6-31G+(d,p)/aug-cc-
pVTZ basis set (see text). The mean values and mean errors were obtained from 80 statistically uncorrelated Ps—water configurations.

of parameters, under the same thermodynamical conditions as the smaller-cavity (SC) model, while the previous set of
used in the previous calculations, is shown in Figure 1 (purple parameters, discussed in sections 3.1—3.3, is referred to as the
line). The Ps cavity radius was reduced by 0.2 A, from 2.85 to larger-cavity (LC) model.
2.65 A, while the RDF peak of the first solvation shell was Although the reduced cavity could be expected to improve
downshifted from 3.75 to 3.45 A. Bulk behavior is found scheme I, the VDEs computed without the Ps center are still
beyond 10.15 A in both Ps models. The modified model also discrepant (see Table 7). The SOMO isosurfaces, shown in
describes Ps as a hydrophobic solute forming clathrate a Figure 8, corroborate the artificially displaced densities and,
structure, but the thermodynamical properties are affected by thus, the need to include the ghost center. The electronic
the cavity size, as expected. The solvation free energy decreases VDEs computed with scheme II are generally higher than
from AGyy = (5.58 £ 0.32) keal/mol to AGyy = (2.29 + those obtained with scheme III, as in the previous calculations
0.27) kcal/mol as the cavity size is reduced. The Ps—solvent for the LC model (see section 3.2.2). However, the embedding
energy is still small but nonzero in the modified model, Ep,,, = tends to destabilize the electronic SOMO of configurations D,
(—1.58 + 0.01) kcal/mol. Unfortunately, we are not aware of E, and F (SC model), in contrast with configurations A, B, and
experimental data for the hydration of Ps particles, which C (LC model). Since the RPDs of the electronic SOMOs (not
would be valuable to assess the models. shown) are similar to those shown in Figure 3, the embedding
From the classical simulations, we randomly chose three seems to increase the repulsive interaction in the model with
statistically uncorrelated Ps—solvent configurations to obtain reduced excluded volume. In general, the VDE values
cluster models comprising 10 QM water molecules. As before, computed with the SC model (Tables 7 and S10) are

140 MM solvent molecules were included to build the compatible with the APMO/HF/6-31G++(d,p) calculations
embedded models. Since the results obtained for those for configurations A, B, and C (LC model, Tables 2, S4, and

configurations were always consistent, we only show the S5). The VDEs obtained with the same cavity model and
results for one of them, referred to as configuration D (the calculation method vary considerably among the configura-
results for another two configurations, labeled E and F, are tions, such that no clear trend was introduced by the variation
available as SI). The positronic and electronic VDEs, along of the cavity size. We also computed ensemble averages for the
with the annihilation lifetimes, are shown in Table 7 for VDEs employing a bulk model with 18 QM and 132 MM
configuration D (see Table S10 for configurations E and F). water molecules (scheme II for the expansion centers) and the
The three schemes for the expansion centers were explored 6-31G+(d,p)/aug-cc-pVXZ basis set. The results shown in
employing the APMO/HF/6-31G++(d,p) method, with and Table 8 (SC model) can be compared with those in Table 6
without accounting for the electrostatic embedding. We also (LC model), as they essentially differ by the cavity size used in
computed VDEs and annihilation lifetimes with the reduced the calculations. The VDE mean values are almost identical,
cavity and the 6-31G+(d,p)/aug-cc-pVXZ basis sets, where X and the standard deviations, 6 &~ 0.4 eV, further indicate
=D, Q, and T. The latter results are available as SI, since in considerable variation among the configurations.
most of the cases the conclusions are similar to those drawn The annihilation lifetimes are expected to be more
from the model discussed in sections 3.2.2 and 3.2.3. In the significantly affected by the reduced cavity size. In particular,
following, the modified set of L] parameters will be referred to the larger overlaps between the positronic and solvent
2710 https://doi.org/10.1021/acsjpcb.1¢10124
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electronic densities should decrease the pick-off lifetimes
(increase the pick-off rates). For the SC model, the APMO/
HF/6-31G++(d,p) lifetimes are shown in Tables 7 (config-
uration D), S10 (configuration E), and S11 (configuration F).
Although we also report the calculations for the isolated
clusters, we focus the discussion on the embedded ones, for
brevity. The 7p, lifetimes vary considerably among the D, E,
and F configurations (SC model). The values range from 5.3 to
8.0 ns with scheme II, while they vary from 7.5 to 10.2 ns with
scheme III. However, these estimates are still consistent with
those obtained for configurations A, B, and C (LC model)
using the 6-31G++(d,p) basis set: 6.1—7.4 ns with scheme I,
and 7.9—-9.4 ns with scheme III, pointing out no clear trend.
The 7p, mean lifetimes for the bulk models, shown in Tables 6
and 8, differ by only 0.3 ns (5%).

For the 7,, lifetimes, we could find some distinction between
the estimates computed with the different cavity sizes. The
lifetimes obtained from scheme III and the 6-31G++(d,p) basis
set are somewhat shorter for the SC model (5.3—9.0 ns) than
for the LC model (7.9—11.3 ns). As discussed above, the less
spherical positronic densities render the lifetimes computed
with scheme III longer than those computed with scheme IL
However, the differences are more significant for the SC model
with the 6-31G++(d,p) basis set. When employed along with
scheme II for the expansion centers, the latter basis provides
unexpectedly short lifetimes, ranging from 2.2 to 2.7 ns for
configurations D, E, and F (SC model). These values are close
to those computed with scheme I, employing either cavity,
which spuriously agrees with the experimental data, as
discussed in section 2.3. Nonetheless, the 6-31G+(d,p)/aug-
cc-pVXZ basis sets combined with scheme II (see Tables S12
and S13) increase the pick-off lifetimes for configurations D, E,
and F (3.6—9.0 ns), pointing out a limitation of the 6-31G+
+(d,p) set. The mean 7,, lifetime of the SC bulk model (4.71
ns) differs from the mean value computed with the LC model
(7.25 ns), as shown in Tables 6 and 8. The shorter lifetime
obtained with the smaller cavity could be viewed as an
improvement, since the experimental value is 1.85 ns.
However, the theoretical results should be considered with
caution. The bulk models used scheme II, which tends to
overestimated the density overlaps due to the more spherical
positronic orbitals, compared to scheme III. In addition, the
estimates for the A—C (LC) and D—F (SC) configurations
suggest smaller differences between the cavity models in the
case when scheme III is employed. One should bear in mind
the inherent limitations to the annihilation rates computed
with the HF method, such that consistent calculations should
be in disagreement with the experiment. These limitations can
be overcome with empirical corrections, such that we consider
the 7, estimates obtained with both cavity models equivalent
in practical terms.

Finally, the contribution from the core orbitals to the pick-
off rates is more sensitive to the calculation method, as already
pointed out. If we consider scheme III along with the 6-31G+
+(d,p) basis set, the SC model provides shorter 7., lifetimes
compared to the previous model, roughly by a factor of 2. The
differences between the results obtained with schemes II and
III are smaller for the reduced cavity, although still huge. The
T, lifetime is the most sensitive property with respect to the
expansion center schemes and basis sets, and it is also impacted
by the change in cavity size. This is not a stringent limitation to
the computation of the pick-off lifetimes in view of the modest
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contribution from the core orbitals, but core annihilation
lifetimes seem to be the most challenging calculations.

4. CONCLUSIONS AND PERSPECTIVES

We have proposed a QM/MM model for solvated Ps atoms in
water, exploring classical MC simulations and APMO quantum
calculations. The classical FF for Ps atoms can be readily
obtained from the combination of a solvated electron model
(repulsive part) and a Slater—Kirkwood approach to the
dispersion constant. Our protocol is general in the sense that it
can be applied to other liquids and materials. Reliable FFs are
available for a large variety of systems, so one would basically
need to describe the solvated electron in the environment of
interest.

The thermodynamical properties obtained from the MC
simulations point out similarities between the solvation of Ps
and noble gas atoms, hydrophobic solutes that form clathrate
structures. The QM calculations indicate that the choice of
basis set deserves attention. The relatively small 6-31G+(d,p)
basis set produced poor results, in disagreement with those
obtained from more robust basis sets. However, our
calculations indicate a mild dependence of several properties
(total energies, VDEs, and RPDs) on the basis sets, as long as
they are large and diffuse enough. The expansion centers also
play a relevant role. The attempt to expand the wave function
only from the atomic centers produced poor results. The
convergence of the total energy with respect to the basis set
size was very slow, giving rise to positron densities artificially
shifted from the solute cavity into the solvent. Additional
electronic and positronic basis functions on the ghost center
corresponding to the Ps position in the MC simulations
significantly improved the total energies. We compared
APMO/HEF calculations employing a single expansion center
for the positronic wave function with a multicenter expansion.
As long as the total energies, VDEs, and radial distributions are
concerned, the discrepancies between the two schemes are
tolerable, making the single-center expansion attractive in view
of the lower computational cost.

The numerical tests were carried out for relatively small QM
clusters, but we also considered thermodynamical averages for
a system comprising 80 solute—solvent configurations with 22
solvent molecules in the QM region, corresponding to the first
solvation shell. This larger model is expected to account for the
properties of solvated Ps atoms in liquid water. The calculated
mean detachment energies were significantly larger for the
positronic SOMO, compared to the electronic counterpart. We
further explored second-order correlation effects for the bulk
model, and they were found to increase the VDE values by
approximately 5% with respect to the KT estimates.

While our main goal was to propose the QM/MM protocol
and explore the structural, thermodynamical, and numerical
aspects outlined above, we also considered annihilation
lifetimes, discriminating the direct, pick-off, and core
contributions. The APMO/HF wave functions do not provide
a quantitative description of annihilation, as expected, but they
were useful to shed light on some numerical aspects. The
discrepancies among different basis sets or expansion schemes
are generally larger for the annihilation lifetimes, compared to
the VDEs. This was particularly true for calculations performed
with the single-center and multicenter expansions using robust
basis sets. The single-center positronic orbitals are nearly
spherically symmetric, in contrast to the orbitals obtained from
the multicenter expansion, thus impacting the pick-oft rates.
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The quantitative description of the annihilation process,
resorting to either enhancement factors or empirical
corrections, will be the subject of future work.

We further explored a model with reduced cavity size. The
VDEs and direct annihilation lifetime were rather insensitive to
the change in cavity size. The pick-off lifetime is more
significantly affected by the cavity model, as expected. The
smaller cavity favors the positron—solvent density overlaps
and, thus, provides smaller 7, values. Nevertheless, empirical
corrections to the HF-level annihilation rates are always
necessary, regardless of the cavity size, so the conclusions
drawn from both cavity models are basically the same.
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