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Systematic reviews (SRs) are vital to gathering and structuring knowledge, yet descriptions of their procedures
are often inadequate. In human–computer interaction (HCI), SRs are still uncommon but gaining momentum,
which prompted us to explore how SRs are reported at CHI—the flagship HCI conference venue. To assess the
reporting quality of CHI reviews that aim for a systematic approach, we conducted an umbrella review and
applied reporting guidelines for SRs (PRISMA and ENTREQ) to our corpus. We contribute the first exploration
of how well SRs at CHI meet guidelines for reporting quality, showcasing strategies for improvement in
reporting and conducting SRs especially in the domains of appraisal, synthesis, and documentation (i.e., protocol
development). Finally, we present guiding questions for HCI researchers and practitioners for reporting SRs,
as well as suggestions for best practices.
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1 Introduction
More articles are published at the ACM Conference on Human Factors in Computing Systems (CHI)
every year. Keeping track of the state of research within Human–Computer Interaction (HCI)
is continuously becoming more difficult—even when focusing only on HCI subfields. The value of
papers that provide a survey, overview, or review of existing literature on a topic thus increases
every year. These papers gather knowledge and evidence. They structure, map, or chart the findings
into synthesized summaries of the field (also called research synthesis [28]), ideally systematically:
i.e., Systematic Reviews (SRs) [23]. Furthermore, in some cases such papers can derive new
insights from the field, often by identifying research gaps, or—more rarely—by developing new
intermediate-level knowledge [61] in the form of guidelines, taxonomies, frameworks, or design
spaces.

In these SRs, rigorous and comprehensive reporting reduces bias to aid in producing trustworthy
findings for the field: it both “distinguish[es] SRs from traditional reviews [and is] a necessity and a
hallmark of any well conducted SR” [6]. However, SRs often follow informal methodologies, disregard
basic reporting standards, or fail to provide a rationale for methodological choices, as reported
in several different disciplines [49, 63, 101]. While recent work by Stefanidi et al. [135] gives an
overview of contribution types, general topic areas, and databases in general reviews, we are not
aware of an in-depth exploration of SR reporting in HCI to date. Yet in our experience as researchers
and reviewers, there seems to be a lot of confusion about reviews as a systematic methodology.
This is partly driven by problems with terminology (e.g., what counts as “systematic”?), and partly
due to the at first glance bewildering array of potentially relevant methodologies, guidelines, and
resources available. These cater to reviews as a whole, individual stages within reviews, and specific
review types developed for particular fields. This makes it hard to discern which steps to conduct
and report—and how—when undertaking an SR of the literature.

Yet research on methods and the wide variety of guidelines and suggestions for systematizing
research synthesis have galvanized evidence-based and policy-driven research as a gold standard
in other fields [88]. There is thus a lot of useful information on how to conduct and report SRs
available in other fields like health sciences [6, 53, 108], environmental science [52, 151], social
sciences [88, 115], and software engineering [71, 72]. By exploring how these different guidelines
might apply within HCI, we will be able to draw upon a lot of valuable and substantial resources to
improve the conduct and reporting of SRs in our field. To do so, we need to first learn how our
field currently conducts and reports SRs and how well common guidelines fit the kinds of review
found in our field. The first inclination may be to explore quality of conduct, i.e., whether the
methodological choices make sense for that particular review question. However, that estimation
can only be made if the reporting quality is high enough, and thus reporting quality is our focus for
this work.

This research is primarily driven by the following questions:

—We aim to assess how reviews are reported in HCI when they come with the label of “sys-
tematic”—using CHI as a flagship HCI conference as our sampling site: one that has “shaped
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Fig. 1. Degrees of separation from the primary research: papers reporting on empirical data directly are
considered primary research. These are synthesized in secondary research like SRs. These, in turn, are
synthesized in tertiary research, like umbrella reviews/reviews of reviews.

and defined the field of HCI ” [90]. In particular, do SRs at CHI provide enough information
for future researchers to be able to replicate them? This question targets reporting quality
of CHI reviews, which we assess using two checklists: “Preferred Reporting Items for SRs and
Meta-Analyses,” i.e., PRISMA [108]; and “Enhancing transparency in reporting the synthesis of
qualitative research,” i.e., ENTREQ [142].

—Complementary to the previous question: how well do common checklists fit CHI reviews?
As there are many different types of SRs, and existing checklists originate from different
methodological niches and scientific fields, we want to explore how well the two checklists
we use to assess reporting quality suit the kind of research done at CHI.

Additionally, we are especially interested in the synthesis methods used, as synthesis is a key
step of review methodology that depends strongly on the ResearchQuestions (RQs), and may
thus vary in HCI compared to other fields. We hope that by exploring these questions, this paper
will serve as a primer for researchers new to and interested in conducting SRs in HCI.

To answer the above questions, we conducted an umbrella review1 of reviews stating a systematic
approach published at CHI. With this, we provide in-depth insight into reporting quality in such
papers, as a complementary work to the broader overview of literature reviews generally in HCI
that already exists [135]. Umbrella reviews are a type of SR that synthesize findings not from
primary research (e.g., findings from papers reporting on user studies), but from secondary research
(e.g., findings from SRs of primary research) [5]. That is, the unit of analysis for an SR is most
commonly a research paper reporting directly on some kind of data. For an umbrella review, the
units of analysis consist of review papers that synthesize research papers—see Figure 1. We followed
guidelines for SRs, and umbrella reviews in particular [6, Ch. 10], and in doing so, we developed,
pre-registered, and followed a formal protocol for our review.

In our analysis, we applied PRISMA and ENTREQ as reporting standards from other fields to
CHI SRs. Our findings show that most of the reviews were poorly compliant with these standards,
particularly in terms of in the review stages concerning appraisal,2 the Risk of Bias in Synthe-
sis (ROBIS) tool,3 synthesis of results itself4, and general documentation (e.g., protocol5 usage).
1We address our choice of terminology in more detail in the paper’s limitations.
2Critical appraisal or quality assessmemt of the selected papers, for additional insight into the field and for identifying
low-quality or poor-fit papers for subsequent exclusion or separate weighing / handling in the analysis [118].
3Attempts to identify various kinds of bias that may be part of the synthesis due to characteristics of the selected papers,
for example, when identified studies only explore specific demographics [108, 150]. As indicated by the term “risk of bias”
this reflects the positivist leanings of the origins of SRs that positions bias as a negative influence—but in other epistemic
perspectives this could also involve reflecting on the role of the researchers in gathering the data or selecting the papers.
4The stage in which findings are developed based on the gathered data from selected papers [108].
5 In the context of SRs, we must distinguish between general guidance—which is sometimes named protocol (e.g., the
PRISMA protocol [108])—and (usually a priori, and sometimes pregistered) documentation specific to a single SR [47].
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Additionally, there were numerous difficulties in applying the PRISMA and ENTREQ items. This
suggests that SRs at CHI–or more generally in the field of HCI–may need a different, specialized
set of reporting standards. We therefore conclude our work with a set of guiding questions and
suggestions for best practices with the purpose of prompting reflection on the SR process. The guid-
ing questions incorporate the findings of this umbrella review as well as our combined experience
in conducting and reviewing research synthesis to aid researchers in the reporting of future SRs
in the field of HCI. Finally, based on existing literature on research synthesis methodology, the
corpus of our umbrella review, and our experience of applying the PRISMA and ENTREQ items to
the corpus papers, we present suggestions for best practices as a first set of recommendations for
improving the quality of both reporting and conduct in HCI reviews.

With this paper we hope to bring methodological clarity and rigor in research synthesis to
the forefront of discourse in the CHI and HCI research communities. By raising awareness and
summarizing best practices of reporting quality criteria in this context, we aid researchers in the
field who are planning, conducting, documenting, and reviewing SRs, and thereby improve the
future of research synthesis in HCI.

2 Background
Research synthesis has a history that reaches as far back as the 18th century, and rapidly became
more systematic and established over the 20th century [23]. This was driven in particular by uptake
by the medical field in the 1970s and 1980s, resulting in the establishment of international research
organizations,6 the Joanna Briggs Institute (JBI; https://jbi.global), the Campbell Collaboration
(https://campbellcollaboration.org/), and the Collaboration for Environmental Evidence (CEE;
https://environmentalevidence.org/), dedicated to supporting, as well as gathering and developing
resources for SRs [6].

SRs gather information found in primary research (e.g., papers reporting directly on new results),
and attempt to synthesize the information found in multiple papers into an overview, or new insight.
This type of research can identify and synthesize different evidence for a specific RQ (e.g., based on
multiple studies of similar or different type), reliably summarize the state of art of a defined area
of the field, highlight research trends or gaps, and even develop new forms of intermediate-level
knowledge like models or frameworks [88, 132]. This is particularly important given the drastic
increase in academic publications over the past years and decades: Cooper [28] reports researchers
in 1971 already speaking of being overwhelmed by the number of publications. In words of our
current times, “We are in the grip of a pandemic of evidence” [36]. Like other fields, HCI produces far
more publications than can reasonably be read each year.7 This makes it continuously harder to gain
or maintain an overview of even a subset of the field. SRs help other researchers by systematically
summarizing and synthesizing the knowledge found in a broad sample of thematically related
papers, among other functions already noted.

Oulasvirta and Hornbæk [107] have pointed out that “ignorance of previous results decreases the
problem-solving capacity we possess as a field” and that “we rarely identify and address anomalies in
research.” SRs can work against these issues, and directly contribute to the criteria for problem-
solving capacity they propose (building on Laudan’s philosophy of science [82]): SRs can identify
stakeholders in specific contexts and use cases (e.g., primary, secondary and tertiary users, or
individuals with specific occupations) and their key points for improvement (significance), chart
relevant problem and evaluation characteristics (effectiveness), identify and raise awareness of
resources and information (efficiency), assess how solutions have been applied and identify new

6For example, Cochrane (https://www.cochrane.org/).
7A search for “HCI” in the ACM Full-Text Collection yields 6,652 publications for 2023 alone.
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Fig. 2. A generic SR may consist of these components. It should be noted that some SR types will not require
a protocol or pre-registration; these two steps can vary depending on the methodology and conventions of
the field. Finally, we emphasize that this reflects the components common to other fields’ understanding of
SRs. Which components should be included in SRs in HCI is even more unclear than in other fields.

contexts for future application (transfer ), and directly address issues of empirical validity and
robustness of solutions (confidence). For example, an SR could determine who is interested in new
solutions in a given context and which solutions might be most valuable to them, to what extent
current solutions do or do not work effectively for them, and which new solutions exist and how
they can be implemented efficiently. Further, it can explore a broader, more holistic view of the
contexts in which these new solutions might work beyond individual studies (how do the solutions
transfer), and to what extent we can trust the solutions in the first place given the results in the
literature so far.

2.1 Procedural and Structural Components
While there is extensive debate about what counts as an SR [11, 44, 50, 94], we here present the steps
involved in creating a generic SR based on multiple sources: Aromataris and Munn’s JBI manual [6,
Ch. 1], the PRISMA Statement article by Page et al. [108] and the protocol extension PRISMA-P
[98], as well as Siddaway et al. [132], and Littell [88]. We chose these because the JBI manual offers
guidance for the protocol development, conduct, and reporting of many different types of SRs. We
also included the PRISMA guidelines because it is the guideline we have most often seen referenced
in HCI reviews. Finally, we looked at Siddaway et al. [132]’s more general positioning of narrative
vs. SRs, and Littell [88] for guidance more focused on meta-analyses. However, we note that of
course there are many other overlapping references influencing our choice for this background
information more broadly.

While this is of course only one perspective on what counts as “systematic,” we use this as a
starting point. As illustrated in Figure 2, an SR is likely to contains the following components:

(1) RQs: SRs should formulate and aim to address a specific RQ (or fulfill a specific objective [108]).
This component shapes the review’s other components, and is thus essential information for
reporting and conduct quality.

(2) Protocol: By developing an a priori detailed documentation of the planned review, researchers
can minimize selective reporting and transparently document changes to the review methods
[5, 98].

(3) Pre-registration: Similar to pre-registrations of experimental studies [103], many guides to
SRs recommend that protocols of reviews be pre-registered (e.g., with the OSF,8). In some
fields, protocols even undergo peer review [88, 124].

(4) Search strategy:This refers to the procedure by which relevant studies or papers are identified,
and again aims to increase transparency and replicability [108]. It covers information like the
exact query for each database, any filters or limits that were applied, and validation strategies
to check for known relevant studies. It should generally also detail when each search was
last conducted, and whether additional procedures such as snowballing [58] were applied.

8OSF, https://osf.io/
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(5) Inclusion Criteria (IC) and Exclusion Criteria (EC): These criteria formalize the process
by which studies or papers are included in a review through a screening process [88].The goal
of these criteria is to minimize sampling bias, and support both transparency and replicability
[88, 132].

(6) Critical appraisal: Also termed quality assessment, this stage explores included studies’
methodological quality—although what is understood as that concept varies [88, 132]. For
example, PRISMA 2020 [108] refers primarily to risk of bias, for which they distinguish
between the kind resulting from individual studies (e.g., sampling bias [75]), and the kind
that results from synthesis of multiple studies (e.g., publication bias [51]). Appraisal results
can then be used to weigh information from particular studies during synthesis [88, 132], or
exclude low-quality studies from the corpus papers [6].

(7) Data extraction: Standardized forms or tools should be employed to gather information from
the included papers, again to minimize risk of bias [5]. Many guidelines strongly recommend
the use of double extraction, i.e., having two researchers conduct extraction on all papers
separately to safeguard against errors.

(8) Data synthesis: Having extracted information from the identified relevant studies or papers,
the resulting data needs to be analyzed to discern findings: “assembling the jigsaw of evidence”
[115]. Analysis and Synthesis (AS) methods can be quantitative, qualitative, or mixed
methods. Guidelines often focus on only or primarily one specific kind of synthesis, for
example, meta-analysis (e.g., PRISMA [108]), or thematic synthesis (e.g., ENTREQ [142]).

(9) Transparent reporting: Finally, the above methods and their results should be reported
comprehensively, again to enable transparency and reproducibility [51].

Finally, we note that the terminology above and many of the components themselves reflect the
(post-)positivist epistemic origins of SRs, hence the frequent goal to reduce bias of various kinds.
We describe our own epistemic perspective in more detail in the discussion, but at this point note
that we do not believe that bias is always a negative thing, and that certain types of bias can also
be a strength if critically and transparently reflected on.

2.2 Types and Families of SRs
There are many different types of reviews. The most prominent distinctions exist between SRs and
non-SRs (also called traditional or narrative reviews [115]). Unfortunately, there are many different
opinions on which review types should count as systematic, i.e., where the line should be drawn
between systematic and non-SRs. For some, an SR requires the upholding of strict criteria, e.g.,
requiring a critical appraisal stage, extensive search strategies that incorporate multiple databases
and grey literature, and formalized synthesis methods [50]. Others construe the term more flexibly,
often focusing requirements for systematic procedure on the search strategy step only, or loosening
requirements for some factors (e.g., not advocating searches for grey literature).

Further, some researchers distinguish between conventional SRs and mapping studies (or scoping
studies [113]), with mapping studies featuring “coarser-grained RQs” and correspondingly different
synthesis methods [73]. As noted by Kitchenham et al. [73]: “This distinction […] can be somewhat
fuzzy.” We note that Kitchenham et al. [73] classified both of these two types as systematic, although
this is not an opinion shared by all researchers (e.g., Arksey and O’Malley [4]). However, even
those with a strict interpretation of “systematic” increasingly accept qualitative forms of research
synthesis, which are not always called SRs. Thus, confusingly, there are SR types that are not termed
“SRs.” The confusion about terminology and methodological classification has been compounded
by the fact that the foothold of SRs in academia has increasingly prompted traditional reviews to
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Fig. 3. Review classification as systematic/non-systematic and secondary/tertiary, based on our understanding
of Sutton et al. [139]’s broader review families classification. The purpose-specific and rapid review families
were drawn to overlap into the non-systematic area, as this classification depends on one’s definition of
systematic (e.g., does the term require a critical appraisal? Or does the term simply require that a critical
appraisal is done if one is necessary for that particular RQ?).

also adopt “greater systematicity” [139], e.g., through greater effort in transparent reporting and/or
reproducibility.

In 2019, Sutton et al. [139] presented an overview of 48 distinct types of reviews, within a
categorization of seven review families based on review purpose and characteristics (see Figure 9 in
the appendix). This consisted of: the traditional review family (non-systematic but also increasingly
using systematic aspects), the SR family (including the quantitative “SR”), the review of review family
(including umbrella reviews), the rapid review family (which loosen requirements for systematic-
ness), the qualitative review family (including the “qualitative SR”), the mixed methods review
family, and the purpose specific review family (which includes scoping studies and systematic
mapping reviews). Other review categorizations exist, but often focus predominantly on specific
types of reviews, and/or can be mapped within Sutton et al. [139]’s categorization of review
families9. Progress in review methodologies in different fields has advanced extensively in the past
decade. In particular, methods of qualitative research synthesis have boomed [53, 139]. Increasingly,
traditionally more quantitative-focused disciplines like medicine are starting to adapt their SR
processes to include qualitative data [53]. Given the proliferation of review types across different
disciplines, and the inclusivity of Sutton et al. toward review types of different methodologies (e.g.,
not primarily focusing on meta-analyses or quantitative, conventional SRs), we consider this a very
useful categorization. Thus for the purposes of this paper, we subscribe to this categorization, and
show our understanding of how the review families are classified as systematic/non-systematic or
secondary/tertiary in Figure 3. Examples of each are shown in Figure 9 in the appendix.

Umbrella Reviews. With the increasing number of SRs in many fields, researchers are now seeking
ways to synthesize evidence across secondary research. This can be done through umbrella reviews
[139] (or review of reviews [133] or tertiary study [73]), which can therefore be classified as tertiary
research (in contrast to primary and secondary research, see Figure 1). They are commonly used
to assess and synthesize the results of multiple SRs that explore the same question. We note that

9For example, JBI’s review types [6] in the medical field extend Sutton et al. [139]’s to include review types prevalent in the
medical fields, e.g., diagnostic test accuracy reviews.
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our umbrella review differs from this, as we conducted a systematic umbrella review of SRs that
explore different questions.10 Similar explorations have been conducted in HCI (e.g., a review of
literature reviews [135]) and other fields (e.g., a scoping review of SRs in software engineering [30].
More conventional examples focusing on reviews of the same topic include Jemioło et al. [67]’s
umbrella review of affect recognition studies using emotion elicitation stimuli, and Kari [69]’s “SR
of SRs” on exergaming benefits.

2.3 SRs in HCI
As mentioned, researchers’ interest in and acceptance of SRs has spiked in various disciplines
throughout the past decades [23]. The medical field in particular has driven the evolution of
this methodology, through a variety of guidelines aimed in particular at synthesizing results of
randomized controlled trials and interventional study designs (e.g., [108]). As the methodology has
wandered from health sciences to other disciplines, researchers in those fields have developed their
own guidelines based on the types of research and epistemology inherent to their discipline (e.g.,
the CEE’s guidelines [37] for environmental science, and Kitchenham [71]’s guidelines for software
engineering). As our findings (later) and a recent review of literature reviews in HCI [135] suggest,
it seems that SRs as a research contribution may be growing in popularity in HCI as well. In their
review, Stefanidi et al. [135] summarize the contribution types, review topic areas, methods used
(i.e., which databases were searched and whether inter-rater reliability was calculated for screening)
as well as publication venues of HCI literature reviews. However, reporting quality is not the
core interest of their review. They noted how many papers either refer to reporting standards like
PRISMA or QUOROM or provide a flowchart to depict the selection process. But—understandably,
given the extensive breadth of their analysis—the paper refrains from taking a critical perspective
or providing a more than surface-level summary when it comes to reporting quality. Yet this leaves
an evident gap that this paper aims to fill: an in-depth account of reporting quality, specifically in
reviews labeled as “systematic.”

Viewing HCI as a field with its own particular types of research problems [107], the question
emerges how well the reporting guidelines of other disciplines transfer to SRs in HCI. For instance,
HCI welcomes a broad array of approaches under the banner of empirical problem-solving alone
[107] (e.g., consider research through design [153]), and features a strong focus on user studies as
well as indirect studies of user data (e.g., content analysis of tweets [66]), which affects how data
are reported [19]. Additionally, it tackles conceptual and constructive research problems [107]. By
virtue of these traits, SRs in HCI would benefit from a detailed analysis of reporting quality and
may need adapted reporting guidelines of their own.

Finally, we note that researchers like Hornbæk et al. [62] have lamented that HCI journals and
conferences focus on originality and novelty over the consolidation of existing work. We believe
that rigorously conducted and transparently reported SRs can play a key role in a similar spirit
of consolidating knowledge of the field. Nevertheless, HCI still grapples with prejudice against
literature reviews as an academic contribution: in our experience as researchers and reviewers, we
have seen literature reviews be judged harshly for not going deep enough even when the focus
was on breadth and overview, and not going broad enough when the focus was on depth and
specificity. We have even encountered reviewers who see no benefit to SRs at all, a notion we
strongly disagree with. While this variety in perspectives on SRs is present in many fields, we
suspect it is more pronounced within HCI due to our field’s interdisciplinarity [123]. Whether a
review aims to showcase and establish evidence within prior work and/or point out research gaps for
future research directions and/or develop new theories and models from prior work: each of these

10We nevertheless apply the term umbrella review because our unit of analysis consists of SRs.
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purposes can benefit our academic community by introducing scholars to a subfield, communicating
and consolidating knowledge, inspiring future work, and/or presenting new knowledge in its own
right. HCI as a research community needs to initiate a discussion about what we expect from SRs.
To inform this discourse, however, we first need to understand more about the current state of SRs
in HCI.

3 Method
We conducted an umbrella review to identify and assess existing reviews at CHI that claim a
systematic approach. Preliminary searches of Google Scholar,11 the ACM digital library,12 and
Scopus,13 yielded no prior umbrella review of SRs at CHI (nor in HCI in general).

3.1 Protocol, RQs, and Rationale
Protocol Development and Registration. We began with the development of a protocol, following

the JBIs recommendations [6] for the development of an umbrella review protocol. We chose
this particular manual as it considers both quantitative and qualitative syntheses in umbrella
reviews. Due to its origins in the medical field, the guide adheres to the Population-Intervention-
Comparison-Outcome (PICO) framework, e.g., in developing the RQ. We strayed from the JBI’s
recommendations for these aspects, as our review does not cover an interventional RQ. Our protocol
included our formalized RQs, IC and EC, search strategy and initial search results, and planned
procedures for study selection, critical appraisal, data extraction (using a modified version of the
JBI data extraction form), and synthesis. The protocol was registered with the Open Science
Foundation (OSF); it is available for review.14

RQs. We defined the following RQs, with the first two as the main ones:

RQ1a: How well are common existing guidelines for systematic literature reviews adopted by
SRs in CHI publications?

For this purpose, we employed PRISMA and ENTREQ as such guidelines for reporting literature
reviews. We introduce these guidelines and rationalize our choice below. However, we note that
this application of guidelines for this work should not be understood as us endorsing them. While
we use the guidelines to structure our investigation of reporting in CHI SRs, “failing” to meet a
specific item should not inherently be understood as a negative thing. Rather, the application of
any guideline must also suit the research being done, we thus also aimed to investigate:

RQ1b: How well do these guidelines work for the kinds of SRs present in CHI publications?

Finally, based on our own experience with existing SRs, and guidelines for conducting SRs, we
noted that the synthesis stage of reviews is often neglected in both guidelines and reporting. Yet
this depends strongly on the type of RQ being asked, and so may be key in displaying differences
to SRs in other fields. Our final and secondary RQ thus focused in particular on this stage:

RQ2 : What kind of syntheses methods are used in SRs at CHI?

CHI: Flagship Venue and Representative Sample. There is precedence of limiting the search of an
SR to a specific conference, including to only CHI publications, e.g., [19, 87, 90]. CHI is a highly

11https://scholar.google.com/
12Specifically, the Guide to Computing Literature; https://dl.acm.org/
13https://www.scopus.com/
14Anonymized protocol: https://osf.io/hjgrs/?view_only=644d3eecd31b4acf89f33e86b2b00232
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influential HCI venue [90], with researchers applying a similar CHI focus to their review referring
to both its influence in terms of citations and impact factor [87]. Like in previous reviews, it can
thus be considered a “defensible, purposeful limitation” [19]. As others before us [107], we focus on
CHI publications as a representative snapshot of the general field of HCI, although of course future
work will have to explore how well the trends we uncover generalize to other HCI conferences. We
discuss this further in our limitations section.

Rationale for PRISMA and ENTREQ as Checklists. Our goal in this umbrella review is to gain
insight into the quality of SR reporting in CHI papers. For this, the first step needs to focus on
whether the reviews in our corpus hold enough information to follow what was done. This means
that we refrain at this stage from using checklists that introduce more subjective assessments of
quality: we ask questions like “does this review report an RQ and IC?” and leave questions like
“do the IC make sense in light of the RQ?” for future work. This allows us to follow a clear-cut
answering scheme (yes/no/partially) and perform a reasonably quick and reproducible assessment
of CHI reviews to date.

Even with this narrowed scope, there are many checklists available that could be applied to
check for review reporting (see Table 13 in the appendix). As HCI conferences and journals rarely
set guidelines for reporting [7], we oriented our selection to other fields. We chose PRISMA [108]
and ENTREQ [142]: in the following, we briefly introduce PRISMA and ENTREQ and explain why
we chose them (for a discussion of alternatives, refer to our limitations section).

PRISMA. The PRISMA protocol [108] is a guide to help researchers report their SRs and meta-
analyses. It consists of 27 items (42 including sub-items) to facilitate researchers’ transparent
reporting process (see PRISMA checklist items in Tables 3–11 in the appendix). While the PRISMA
checklist contains items for general reporting purposes (e.g., specifying a RQ), it includes many
items that are only applicable to SRs using quantitative synthesis of interventional studies and
randomized controlled trials or specifically meta-analyses.

We chose PRISMA as one of our critical appraisal checklists because they are well established as
guidelines for meta-analyses in particular, yet also used as guidelines for quantitative SRs more
generally. Further, in our experience as HCI researchers and reviewers, when SRs in HCI profess to
use a systematic process, they often mention this set of guidelines. However it is not well suited
to more qualitative approaches. We thus used PRISMA as a checklist for reviews focusing on
quantitative synthesis, and a different checklist for qualitative syntheses.

ENTREQ. The ENTREQ statement [142] is a reporting guide that aims to facilitate transparent
reporting in the synthesis of qualitative research. This caters to qualitative synthesis methodologies
such as thematic synthesis [141] (see also Figure 9 in the appendix). This guide contains 21 items
categorized as relating to a review paper’s introduction, methods and methodology, literature
search and selection, appraisal, and synthesis of findings [142].

In our review, we chose ENTREQ as a less well-known but well-developed checklist for trans-
parency in qualitative reviews. When review papers in our corpus were geared towards qualitative
synthesis methods (e.g., thematic analysis), we applied this checklist.

3.2 Eligibility and Search: IC and Procedure
IC. Based on our RQs, we defined our IC and EC as follows:
(IC1)—The paper contains a review of relevant items of interest (papers, apps, and so forth) that

was conducted in a systematic manner.
(EC1)—The paper is not a full paper (e.g., an extended abstract accidentally classified as a research

article).
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Fig. 4. Our procedure consisted of double screening (initially on titles and abstracts, then on full papers),
with a tie-breaking third coder for disagreements. We also conducted double extraction and double appraisal,
and resolved disagreements in discussion sessions that were moderated by the first author in the interest of
consistent coding. The scoring was refined (in consultation with the respective coders) to improve consistency
further. Checklist items were mapped to review process domains (by all authors), after which the first author
calculated the scores per domain for the corpus papers.

(EC2)—The paper contains no review of papers or apps (or other units of analysis).
(EC3)—The paper’s review method is explicitly proclaimed to be unsystematic or informal.
(EC4)—The paper’s review method is not proclaimed to be systematic—either by adjectives such

as “systematic” or “methodical” or “systematized,” or by claim of specific SR type (e.g., scoping
review, rapid review)—at any point in the paper.

Search Procedure. We used the key terms “SR,” “systematic” and “review” to build a query for the
ACM digital library (The ACM Guide to Computing Literature, not the more limited ACM Full-Text
Collection). (We discuss alternatives and our rationale in our limitations section.) In particular,
we sought papers that used the term “SR” anywhere, or papers that used both “systematic” and
“review” anywhere, using the following exact query:

[All: ``systematic review''] OR [[All: ``systematic''] AND [All: ``review'']].

We used the ACM web interface’s filter options to narrow the results down to those classified
as research articles, and published at CHI. Our initial searches in the month prior to protocol
registration resulted in data mostly ranging between 690 and 698 records.15 The final search after
protocol registration was conducted on 18 June 2021 and resulted in 695 records. The first author
used a custom Python script to identify duplicates based on title and year of publication, and
removed these (n = 2) after a manual check. The list of 693 unique records was uploaded as a CSV
file to our pre-registration.16

3.3 Screening Stages: Finalizing the Corpus
Screening. The remaining 693 unique records were screened based on their title and abstract. The

screening process was conducted by all seven authors using Dovetail.17 Each paper was screened
by two authors, while a third author was assigned as tie-breaker in case of disagreements (see
Figure 4). This resulted in a pool of 151 records.

Full-Text Eligibility. Full-text screening of the 151 records was again conducted by all seven
authors, again using Dovetail to keep track of screening decisions. The papers were again randomly
distributed among the authors for full-text eligibility screening, such that the authors largely did
not screen the same papers in both phases. As before, each paper was screened by two authors,
with a third author assigned as tie-breaker. The authors asynchronously discussed any questions
or edge cases. We also introduced several meta / management tags for this stage: “Non-Literature
Review” and “Edgecase” were created for this a priori (to classify reviews that did not assess papers
as their unit of analysis, and reviews that were difficult to code as include or exclude, respectively).
15Barring one day when the results swerved widely between 0, 266, and 692.
16Query results: https://osf.io/5mzwr/?view_only=1ab6ef51b01a4ebfb85f7d92281cb33e
17https://dovetailapp.com/
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Edge cases consisted of papers such as Gathani et al. [42] or Li et al. [86] that followed steps of an
SR, but never explicitly claimed to use a systematic process—without an explicit claim, these were
excluded. Additionally, during this process we noticed that several papers had been misclassified
by the ACM digital library (e.g., classified as part of CHI proceedings in the system while actually
part of HCI Korea proceedings [83]); we excluded these as well. As a final step, the first author
gathered all papers that were listed for inclusion, and extracted a reason for inclusion from them
(e.g., the line in the paper where the authors identify it as an SR or as using a systematic approach).
Any edge cases and unclear inclusions in this list were then discussed with the respective coders
until final agreement on inclusion was reached. As part of this step, we excluded two papers
which self-described as a “comprehensive literature review” [65] and a “meta-review […conducted]
to build up an in-depth understanding” [84]—which had initially been understood by coders as
implying systematicness, but ultimately this potential claim was considered not explicit enough.18
This resulted in a list of 51 papers for inclusion.

Manual Addition. While familiarizing ourselves with the 51 papers found through the screening
stages, we came across a reference to a CHI paper that was also an SR, but not in our records. It
matched our keywords and IC, and thus should have appeared in our initial dataset. We double-
checked that this had not been the case, and thus attribute this to the foibles of the ACM DL (which
we address in more detail later). Going forward, the first author instructed all researchers to pay
attention to referenced examples of SRs in their assigned papers, and to flag any other potential
additions for manual screening. This paper by Bargas-Avila and Hornbæk [8] remained the only
paper flagged in this way, and was included in our analysis manually (see Figure 5, rightmost
column). Our final corpus proceeding to the appraisal and extraction stage consisted of 52 papers,
although for our synthesis we will focus on its 41 papers that focused on reviewing literature
(as opposed to apps or other items). All corpus papers are listed in the supplementary materials,
alongside additional information relating to the results of the appraisal, data extraction and coding,
and analysis phases (see below).

3.4 Critical Appraisal and Data Extraction
Due to the nature of this review, the critical appraisal and data extraction held a degree of overlap
that is usually not found in umbrella reviews (as they usually synthesize information from multiple
reviews on the same topic, and seek an answer to a RQ shared by all of them). We again followed a
similar process for data extraction and critical appraisal as in the screening stages: papers were
distributed among the research team so that each paper was assigned to two researchers. The two
assigned researchers conducted double extraction (i.e., independent from each other), to reduce
errors and implicitness of bias [17].

We again used Dovetail to keep track of the papers (using tags to indicate which coder had
done which task, to identify whether the review was a paper’s main contribution, and to note
review frameworks/examples that were being cited). We conducted this as a two-part process, with
each coder first extracting basic data using the modified JBI data extraction form and voting for
PRISMA, ENTREQ, or both. Disagreements about which checklist to apply were resolved before
coders continued with checklist application.

To facilitate data extraction, we used Airtable,19 to create web forms that directly input the
data into a spreadsheet. As described in the protocol, we used a modified version of the JBI data
extraction form (with minor changes to the protocol version to clarify items/improve phrasing).
18I.e., their inclusion would have been incompatible with our goal to better understand the CHI community’s practices in
the reporting of “systematic” reviews, specifically.
19https://airtable.com/
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Fig. 5. This PRISMA flowchart20 demonstrates the SR process for the stages from identification to the final
sample of included papers. The final corpus papers are listed in the supplementary materials.

This consisted of data items such as the authors, the review objective, the unit of analysis, filters
applied to the search, the time range of results, search details, appraisal and analysis details, and
reported limitations. As part of our data extraction form, coders also indicated which checklist
should be used: PRISMA, ENTREQ, or both (in addition to the corresponding votes in Dovetail).
When there was agreement between both assigned coders, they then applied the chosen checklists
to each paper, with yes, no and partially answer options. All forms (modified JBI data extraction
form and PRISMA/ENTREQ checklist forms) are provided in the supplementary materials.

Choice of Checklist. We aimed to use the PRISMA for review papers using a quantitative method
or referencing a guideline for quantitative synthesis (e.g., [35, 87]); ENTREQ for review papers using
a qualitative method or referencing a guideline for qualitative synthesis (e.g., [91, 147]), or both if
review papers synthesized both quantitative and qualitative research or referenced corresponding
guidelines (e.g., [60]). Yet during the process of voting for checklists, we soon discovered that many

20Based on the 2020 template: https://www.prisma-statement.org/prisma-2020-flow-diagram.
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review papers were not clearly either quantitative or qualitative in nature. For papers where the
nature of the synthesis was unclear to us, we also decided to apply both checklists (e.g., [20]).

Double Extraction and Coding: Resolving Conflicts. We used custom R scripts to flag potential
cases of disagreement for all forms: data extraction and the applied checklists for appraisal. For
these instances, the two researchers discussed and resolved the difference in opinion, as a more
engaged alternative to tie breaking. These discussions were moderated by the first author, to ensure
that one researcher had a comprehensive overview of all papers, and to facilitate consistent coding.
In case of disagreements among the papers assigned to the first author, discussions were held with
two researchers, and disagreements were flagged for a third researcher to look over. All coders
were instructed to be generous in their application of the checklists: When coders had significant
difficulties deciding between two scores, we went with the more positive option (e.g., partially
instead of no).

Our Reflections on Checklist Suitability. During the application of PRISMA and ENTREQ checklists
to the corpus, all reviewers were asked to continuously note any issues with understanding checklist
items, and their opinions on how well the items suited the papers they were reviewing. The authors
noted these thoughts asynchronously in the form of sticky notes on a virtual Miro21 whiteboard.
In three additional sessions throughout the data extraction and appraisal process, the authors
convened in online moderated sessions to discuss these. Based on the discussions in these sessions,
as well as asynchronous discussions on the project channel, the first author iteratively derived a
set of guiding questions and suggestions to help guide HCI authors of SRs in reporting all relevant
aspects of their reviews (presented in the Guidelines section).

Criss-Cross Refinement Process for Consistency. Papers coded earlier in our process were initially
codedmore strictly than later papers (because coders had been exposed to fewer papers in the corpus,
i.e., fewer variants of SRs at CHI), and our interpretation of some checklist items changed over time
as we discussed them. To improve the quality of the scoring, we applied a final consistent refinement
process via a form of axial coding [125]. For this, the first author extracted and documented the
rationale via a paper-based coding for each item score (including intermittent discussions between
five of the original coders). We followed up on this with item-based coding for the checklists to
develop a clearer set of requirements for each answer option and improve consistency. The first
author carried this out with occasional check-ins with the second, third, and last authors for input
on ambiguous decisions. Our supplementary materials document all final checklist scores and
scoring rationales (rows can be read for the paper-based coding perspective, and columns for the
item-based coding perspective).

3.5 AS
We are not aware of a similar prior umbrella review with a similar style as ours on which we could
have based our methodology. To establish a rigorous process, we chose a three-stranded approach
that mixes descriptive summaries, categorization, quantization, and narrative synthesis:

(1) We generated descriptive statistical summaries (e.g., averages) and informally categorized
the coded paper characteristics based on our modified JBI data extraction form. For example,
we explored which papers cited which frameworks and which review methodologies they
used. We derived this informal categorization inductively by iteratively tagging papers to
cluster and narrow down potential reporting types. We chose this approach because we are
confident it provides the broadest overview of the data.

21https://miro.com/
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(2) We structured our synthesis of the checklist score data using an approach inspired byWhiting
et al. [150]’s ROBIS domains. The ROBIS assessment tool lists questions meant to signal risk
of bias and categorizes them based on the review process (domain) to which they refer. We
borrow this domain-based approach for our synthesis and structure our assessment of the
reporting quality of CHI reviews within these domains:
(a) RQs and rationale;
(b) eligibility criteria, identification, and selection;
(c) data collection and appraisal;
(d) analysis and synthesis;
(e) ROBIS, and
(f) uncategorized.
With this approach, we can analyze the corpus reviews in a more granular way to better
integrate our analysis of reporting quality between quantitative and qualitative reviews.
This also allows us to identify where reporting quality in our field can be most improved by
allowing us to compare the results of our (subjective) interpretation of checklist items for the
different review process domains. For this purpose, we needed to assign and map the PRISMA
and ENTREQ items to the review process domains (mapping described in detail below). We
decided which checklists to apply to each paper based on the JBI votes as described in the
previous section. We then defined and applied a score calculation (also described below) for
each review process domain. This allowed us to quantify how well the corpus papers reflect
the expected reporting in each checklist based on our interpretation of the items, grouped by
each review process domain (e.g., comparing reporting relating to RQs and rationale vs. data
collection and appraisal).

(3) We created a narrative synthesis of our notes, observations, and discussions on how well
the checklist items could be applied to the CHI reviews in our corpus. We chose this more
informal approach to begin to understand how suitable these checklists are for the CHI
community.

Mapping PRISMA and ENTREQ to Review Process Domains. To map the PRISMA and ENTREQ
items to the ROBIS review process domains, we conducted a card-sorting activity, configured via
Optimal Workshop,22 and independently completed by all seven authors. It asked each researcher
to assign each of the 63 checklist items—42 PRISMA (sub-)items and 21 ENTREQ items—to one
of the above-mentioned domains. 43 items (84%) were mapped to a domain with high agreement
among the research team, a threshold which we set as at least five of the seven researchers. The
remaining 20 items (∼32%) were discussed asynchronously to resolve conflicts. The final result of
this mapping process and the detailed card sorting results are presented in the appendix.

Score Calculation. Based on our classification of PRISMA and ENTREQ items by the review phase
they refer to, we calculated an average score per paper for all contributing PRISMA and ENTREQ
items, respectively. All scores are based on 2 points for a yes rating and 1 point for a partial rating.
For example, the Research Question and Rationale (RQR) domain for PRISMA was mapped to
items P3 and P4 (see Table 3). PC>C0; for the RQR domain then is the sum of all scores for the P3 and
P4 items across all 24 papers that were assessed using PRISMA (with the maximum possible being
4 points per paper—2 for each item), i.e., 96. Further, P<40= was then calculated for each domain
as the sum total score for PRISMA (PC>C0; ) divided by the number of papers that had the PRISMA
applied (24). ENTREQ’s EC>C0; and E<40= are calculated analogously.

22https://www.optimalworkshop.com/
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Table 1. We Report the Average Score Per Paper for PRISMA (P<40=) and ENTREQ (E<40=) in the Context
of the Highest Possible Score for Each Domain, Based on the Number of Contributing Items

○ RQR ○ EIS ○ DCA ○ AS ○ ROB ○ MISC
Research
Questions &
Rationale
relating to why the
review was
conducted

Eligibility
Criteria,
Identification &
Selection
relating to
selecting the units
of analysis (e.g.,
papers)

Data Collection
& Appraisal
relating to
extracting
information from
the selected units
of analysis (e.g.,
papers) and how
they were critically
appraised

Analysis &
Synthesis
relating to
analyzing and
synthesizing the
extracted
information

Risk of Bias in
Synthesis
relating to how the
synthesized
information was
critically appraised
for this review
(e.g., limitations in
evidence and
methodology)

Uncategorized
everything else

Ite
m
s P3, P4 P5, P6, P7, P8,

P16ab
P9, P10ab, P11,
P18

P12, P13abcdef,
P17, P19, P20abcd,
P23ad

P14, P15, P21, P22,
P23bc, P25, P26

P1, P2, P24abc,
P27

P <
4
0
=

3.54/4 7.25/12 3.33/10 13.67/30 4.33/16 1.38/12

P C
>
C
0
;

85/96 174/288 80/240 328/720 104/384 33/288

Ite
m
s

E1 E3, E4, E5, E6, E7,
E9

E10, E11, E12, E13,
E14

E2, E8, E15, E16,
E17, E18, E19, E20,
E21

n/a n/a

E <
4
0
=

1.2/2 6.8/12 1.29/10 7.54/18 0/0 0/0

E C
>
C
0
;

42/70 238/420 45/350 264/630 0/0 0/0

P+
E C

>
C
0
; 127/166 412/708 125/590 592/1350 104/384 33/288

77.78% 58.19% 21.19% 43.56% 27.1% 11.5%

Additionally, we list the sum total score for PRISMA (PC>C0; ) and ENTREQ (EC>C0; ) for each domain based on all the
review papers in the context of the highest possible score for that domain, based on the number of items. Finally, we list
the total scores across both PRISMA and ENTREQ. All scores are based on 2 points for a yes rating and 1 point for a partial
rating. For example, we calculcate P<40= as the sum total score for PRISMA (PC>C0; ) divided by the number papers that
had the PRISMA applied (24). The maximum total for P<40= and PC>C0; derive from the number of items contributing to
that domain times under the assumption of yes ratings, i.e., times 2 points. For ENTREQ, E<40= and EC>C0; are calculated
analogously. The review process domain is denoted by the abbreviation and a coloured circle, for easier reference between
the different tables throughout the article. For better distinction, we use the abbreviation ‘ROBIS’ when referring to the
original ROBIS assessment tool and its review process domains as a whole, but ‘ROB’ when referring to the specific review
process domain of the same name within the overall tool.

Based on this, we report all calculated values, as well as the total score for each domain across
both PRISMA and ENTREQ in absolute numbers and percentages in Table 1. Finally, we provide a
normalized graph of the yes, partial, and no ratings for each domain in Figure 7.

We refer readers to Tables 3–11 in the appendix for a detailed overview of the exact items in
each domain and notes on how the items were applied in practice. Further, the supplementary
materials provide the comprehensive overview of all scores (including the specific scores23) for all
papers—with rationale.

23Papers could receive different variants of the same scores. For example, for the item E5 (search databases), we gave a
partial score for failing to provide the date of search but also a (different) partial score for failing to provide date of search
and the rationale for the choice of database. Both partial scores were then handled equally (i.e., as 1 point) for the score
calculation.
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Critical Reflection. The application of the checklists and the card-sorting mapping into review
domains is ultimatively a subjective process. To acknowledge how our individual backgrounds
may have shaped this process, we describe this as a factor more explicitly. The research team
for this paper consisted (at the time of coding and analysis) of seven authors at four different
universities in three different countries and three different geographic regions, namely, North
America, South America and Europe. Our backgrounds vary also in experience with SRs—all of
us have been involved in at least one prior SR, but our perspectives while coding covered that
of graduate student, PhD student, postdoctoral researcher, and associate and full professor. One
researcher has conducted reviews primarily in software engineering, and thus is more aligned with
Kitchenham [71]’s guidelines and perspectives. In contrast, the first author’s practical experience
was based on applying a formal qualitative synthesis method from medical fields to a research topic
within HCI [121]. Even among this small team, the definition of SRs was a matter of debate. As well
described by Martinic et al. [94]: “A standard or consensus definition of an SR does not exist.” Thus,
one of the most important tasks in conducting and reporting SRs is to provide a specific definition
of the review and its steps. In our case, we were able to shed some light on implicit and ambiguous
definitions of SRs upheld in HCI and related fields throughout discussions among the team, and
reach some consensus about identifying “good” qualities of conducting and reporting SRs in our
field. These discussions and their results are reflected in our Guidelines section.

Finally, we note that—as primarily early-career researchers—we may be susceptible to being
hesitant about being critical of the field, or about advocating an opinion when disagreeing with a
senior researcher in the team. To counter this, the first author explicitly encouraged all researchers
prior to resolvements meetings to feel free to voice and argue for their opinions about paper ratings.
Further, we are ourselves embedded in the field: we have read other work by many of the authors
of our review papers (including prominent researchers in the field), and in some cases have met
them or worked with them. One author’s own review paper was included in the final corpus. We
mitigated bias by ensuring that each researcher did not rate or extract data from a paper that they
might be in direct conflict with, yet cannot rule out unconscious biases.

We provide an epistemic reflection in the discussion.

4 Results
Our initial differentiation was based on the papers’ unit of analysis: 41 of the papers dealt with
literature as their unit of analysis; 11 were non-literature review (see Figure 6). For reasons of scope,
our results section focuses on the former: the 41 papers classified as an SR of research papers as their
primary unit of analysis (rather than an SR of something else, e.g., apps). We structure this section
into a general description of the corpus (including a categorization of review “archetypes”), our
results of the score calculation (reporting quality grouped by review process domain), and finally a
narrative synthesis of the applicability of the checklists. Please note that while the higher-level
results are reported in this article, the full breadth and depth of our results is made transparent in
the supplementary materials, including a large spreadsheet with all 63 checklist items (42 PRISMA
and 21 ENTREQ), our interpretations of those items, and our rationale for the end scores.

4.1 General Summary of the Corpus
The majority of papers focus only on the SR as their main contribution (26 papers), while others
frame the review as one key contribution of several (11). Four frame the SR as a minor contribution.
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Fig. 6. Based on the initial corpus, i.e., before our focus narrowed to the review papers evaluating literature as
their unit of analysis, this chronological overview of papers in the initial corpus on the left (a) shows a steep
rise in SRs at CHI over recent years. Most of the papers review the literature, as opposed to non-literature,
e.g., applications or systems (b).

Many papers cited a framework or existing methodology (15). Among these papers, PRISMA
[108]24 was most popular (9; e.g., [54]). Five cited a framework deriving from software engineering
literature (e.g., Brulé et al. [16] citing Kitchenham [71]); three review papers cited QUORUM [99]
as their framework [8, 97, 114]. Another common approach among the corpus papers was citing
prior examples of literature reviews (at CHI—e.g., [97]—and other venues—e.g., [62]; 14 papers), i.e.,
methodological shortcut citations [134]. Yet a similar number of papers cited neither frameworks
nor examples for the purpose of situating their methodology (15; e.g., [19]). (This adds up to more
than 41 because five papers followed a combined approach, i.e., citing multiple frameworks like
Pater et al. [111], or frameworks and examples like Mekler et al. [97].) Regardless, citing frameworks
or examples rarely coincided with details on how they were followed.

We provide an overview of basic metadata (the number of authors per paper, the range of years
covered, as well as the size of the corpora and initial searches) in the appendix (Table 12).

4.1.1 Review Archetypes. In our categorization of the SRs, we arrived at archetypes that distin-
guish how results were presented: categorical reporting, narrative summaries, and meta-analyses:25

Categorical Reporting. Most commonly (29), review papers in our corpus used some form of
classification of elements found in the papers, and then reported frequencies (as counts or percent-
ages presented in text, tables, or charts) for how often the elements occurred. This type of review
methodology—together with rarely including an appraisal step—matches most closely with scoping
review methodology [127]. This was often accompanied by narrative summaries and examples of
the elements found (thus overlapping with the narrative summaries archetype below). Very rarely
this review archetype also included statistical tests (e.g., reporting frequencies of online vs. remote
study designs, and then comparing sample sizes between the two [19]).

The classification of elements was applied in various ways. Occasionally this was specified as
quantitative content analysis [80, 149] (e.g., [57, 87]). In other cases, the classification was developed
through qualitative analysis methods such as open coding [125] (e.g., [76]). However, in many cases,
categorical reporting was conducted based on categories whose development was only vaguely
described, including whether the categories were developed inductively or deductively.

24While we cite and use the recently updated 2020 PRISMA statement in this article [108], review papers of course mostly
cited its previous version [100].
25Our overview in the supplementary materials shows as which archetype each paper was classified.
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Fig. 7. By domain, percentage stacked bar chart of how many yes (green with cross-hatching)/partial (yellow
with dotted hatching)/no (red with slashed hatching) scores the papers got for PRISMA and ENTREQ items
categorized within that domain. Note that each row is based on a different number of items and scores (see
Figure 8 for a non-normalized visualization), i.e., are based on a differing level of insight.

Narrative Summaries. This archetype (represented by 10 papers) primarily or only used narrative
summaries to report their findings. Here, no quantitative measure is given of how often classified
elements occurred; rather, reporting focuses on providing detailed descriptions of examples. Some-
times this resulted in the development of a taxonomy (e.g., [15]). The reporting methodology most
closely matches conventional or narrative reviews [139].

Meta-Analysis. This review type was the most rare, with only two valid contenders [35, 137].
(Four PRISMA-checked papers showed indications they might contain a meta-analysis, however
only two papers actually were considered to have conducted one.) These feature more targeted RQs
and use primarily statistical methods to “combine and summarize the results of several primary
studies” [27]. One of the corpus examples combined the meta-analysis with a deductive thematic
analysis (which was reported in terms of frequencies of occurring codes).

4.2 ReportingQuality by Review Process Domain
In the following, we report the results of the PRISMA and ENTREQ checklists as categorized by
review domain based on the mapping process we described in our Method section. We applied
the PRISMA checklist to 24 review papers in our corpus, and the ENTREQ checklist to 35 review
papers; 18 papers were thus assessed using both PRISMA and ENTREQ items.

We next briefly introduce each domain based on how the items were interpreted and applied—see
Tables 3–11 in the appendix for a detailed overview of the original items in each domain, notes on
how items were interpreted and applied, and the resulting scores per item. For readers wanting
more details, we emphasize that we provide a comprehensive overview of scores with rationale
for all papers and all items in the supplementary materials. In the following, we provide a brief
summary of our results found in Table 1 (percentage of maximum possible score: P + EC>C0; ) and
Figure 7 (normalized graph of score distribution per domain). For better distinction, we use the
abbreviation ‘ROBIS’ when referring to the original ROBIS assessment tool and its review process
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domains as a whole, but ‘ROB’ when referring to the specific review process domain of the same
name within the overall tool.

RQR. For this domain, PRISMA items expected26 papers to provide a rationale for conducting
their review that relates to existing knowledge, and to specify the objective or RQ they explore.
ENTREQ only required the RQ.

As listed in Table 1, this domain yielded the highest score (∼78% of the maximum possible), with
by far the most yes scores. Partial scores resulted from papers not substantiating the “context of
existing knowledge” to describe the rationale for the review, or not providing their RQ explicitly
(instead it was inferred from their contribution statement, e.g., [1]).

Eligibility Criteria, Identification and Selection (EIS). In our application of the PRISMA items
mapped to this domain, items required to specify the databases searched (and when), the exact
search queries, IC/EC and procedures for screening (how many reviewers; how disagreements were
resolved), the number of studies that were included vs. excluded, and examples of “edgecase” papers
at the threshold of inclusion. For ENTREQ, descriptions of edgecases are not required. However, it
adds an expectation for a rationale for the databases, numbers of studies with screened with reasons
for exclusion, and an indication of whether papers followed “comprehensive search strategies to
seek all available studies” or rather attempted “to seek all available concepts until […] theoretical
saturation is achieved” [142].

This domain was reported in the second most detail in the review papers (∼58% of the maximum
possible score, see Figure 7 and Table 1). Very commonly, the review papers did not report the date
(or the exact date) on which the search was conducted (e.g., only a range: “September 2020” [60] or
“Q1/2019” [76]). Often they did not describe the screening procedure in detail. Sometimes, this was
because review papers focused their search on a specific time range (e.g., all papers published in
specific conference proceedings, e.g., CHI 2014 [19]) and thus did not conduct a screening phase
(although this was rarely stated explicitly). In many other cases, authors used passive voice, or
phrased screening actions in terms of “we” (e.g., [152])—this left it unclear how many were involved
in each stage, and how disagreements about paper inclusion were resolved.

In some cases, it was unclear how many papers were found in the initial search (overall, e.g.,
[126] or for each database, e.g., [137]). Search queries were also only rarely reported explicitly, and
instead described only with key terms [18] or without specifics [137], or an example query was
given for only one of the databases used [10]. Further, in a surprising number of cases (51.22%;
contributing to P17 and E8), it was not possible to clearly determine which papers were included in
the final corpus (although sometimes due to broken links to external sources [8]). Only PRISMA
required edgecases (P16b); yet of the PRISMA-reviewed papers, only 7.6% discussed such edgecase
papers with a specific example and rationale to outline the search space (e.g., [62]). Overall, the
information for this domain was hard to locate and missing details, although most papers did
contain at least some or most of the information expected.

Data Collection and Appraisal (DCA). For this domain, PRISMA items required details on the
extraction/collection procedure (how data were extracted, how many reviewers collected data,
whether they worked independently and so forth) as well as a list of all primary and secondary
extracted data items. For appraisal, PRISMA items expected papers to clarify which methods were
used to assess risk of bias or more generally quality assessment in the included studies. ENTREQ
26Note that our analysis is based on the requirements as stated in the PRISMA and ENTREQ item descriptions. Thus, we
report what a correct use of the items would imply. We clarify that we do not expect the papers that did not intend to follow
the items to follow them. Rather, we are interested in understanding how well these items are suited to HCI reviews when
used without modification.
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items expected papers to report details about appraisal (rationale, items, process, and results); and
how data extraction was conducted.

As indicated in Table 1 and visualized in Figure 7, items in this domain were rated with no
scores at a high rate (reaching only ∼21% of the maximum possible score). While the papers in
our corpus generally reported at least some information about the data items extracted and the
data extraction procedure, appraisal was rare. In one case, the term appraisal was used to refer to
eligibility screening [76]. Only three papers reported any kind of appraisal relating to risk of bias
or quality assessment [16, 35, 137]. This significantly impacted the scoring results of this domain.

AS. The fifteen PRISMA items were strongly focused on reporting required from meta-analyses.
They ask for effect measures for each outcome, information on processes used to decide which
studies should be synthesized by which method, methods of preparing data for synthesis, graphical
or tabular overviews of results, descriptions of the main method of synthesis along with a rationale,
and methods and results of sensitivity analyses and investigations of heterogeneity. Finally, results
as well as study characteristics and risk of bias need to be summarized for each synthesis, and
also discussed in the context of prior work and what implications this holds. The ENTREQ items,
expecting a more qualitative review, ask for characteristics of all included studies, but then focus
more on procedural aspects: identification of synthesis methodology with rationale, software used,
number of reviewers involved in coding and analysis, how comparisons within and between studies
were constructed, whether themes were developed inductively or deductively, whether quotes are
provided, and whether the synthesis offers “rich, compelling and useful results that go beyond a
summary” [142].

While performing better than the DCA domain, overall the AS domain reached only ∼45% of
the maximum possible score. Expectations for meta-analysis results and methods were unsurpris-
ingly not met by most papers (e.g., sensitivity analysis for P20d). Synthesis methods were rarely
statistical: only five of the PRISMA-checked papers (P20b) fully reported statistical results; five
more included some form of a statistical test but omitted details like effect sizes. Most commonly,
they employed categorical reporting as percentages or absolute counts. Similarly, ENTREQ-scored
papers—although containing qualitative syntheses—often did not clearly describe coding methodol-
ogy and how themes (or theme-like constructs) were conceptualized and developed (E21). The main
issue with corpus papers regarding their identification or description of the synthesis methodology
was that they did not describe their rationale for the choice (48.7% for P13d; 97.1% for E2).

Asmentioned, identification of corpus paperswas not as prevalent as expected. Key characteristics
of corpus papers (P17/P20a; E8) were similarly more sparsely provided than expected. Instead,
characteristics were often discussed in aggregated terms in the corpus papers (e.g., [62]) or while
examples are addressed comprehensively, there is no full overview of characteristics of individual
corpus papers beyond citation metadata like the references of included papers (e.g., [1]).

The majority of PRISMA-checked papers provided an interpretation of their results that also
referenced prior work (87.5% for P23a). This is at least similar to ENTREQ’s item E21 (whether the
review papers go “beyond a summary” [142]). Here, the score was lower, but 60% were rated as
offering more than a summary: a framework or taxonomy (e.g., [15]), recommendations (e.g., [92]),
or similar). Additionally, we note that several papers developed an interactive, “living” [2, 33, 34,
104] review application that can be used to explore the data [3, 18, 120, 129].

Risk of Bias in Synthesis (ROB). This domain was covered only by eight PRISMA items; ENTREQ
does not require any estimation of risk of bias in the synthesis process. The PRISMA items cover
methods and results for assessing risk of bias due to reporting bias and certainty in the evidence
(including general quality assessment), with a focus on the synthesis as a whole, rather than the
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individual studies. Additionally, it expects statements regarding financial and non-financial support,
competing interests of authors, and limitations of the evidence and the review processes.

Overall, this domain reached ∼27% of the maximum possible score. Similarly to appraisal of
individual studies, only few papers included methods for assessing reporting bias or quality as-
sessment in general in the review syntheses [16, 35, 137] (P15; P22). Most PRISMA-coded papers
featured statements of support in their acknowledgements, yet competing interests were very rarely
addressed ([87] address their own bias as a limitation), although we note that for 16 papers the
corpus contained work by the review authors themselves. Roughly 17% did not discuss limitations
of the evidence, and only 37% addressed such limitations explicitly (P23b). Limitations of the review
process (P23c) were discussed by 70% in some way—however, this was often very limited in nature:
Only 25% addressed limitations of multiple stages of the review (e.g., search/identification and
analysis/synthesis [87]). Often this only consisted of repeating the search parameters (e.g., having
only reviewed papers in a specific time range or published in specific venues).

Uncategorized (MISC). This domain also only contained PRISMA items. The items require that
SRs are identified as such in their title, that abstracts follow the separate PRISMA 2020 Abstracts
checklist [106, 108], information on protocol development and registration, and availability of
materials (e.g., data extraction forms, extracted data, and analytic code).

Overall, this domain was rated lowest in reporting quality at ∼12% of the maximum score. The
abstracts item (P2) was scored as “no” for all papers: following the PRISMA 2020 Abstracts checklist
is simply not possible27 within the 150-word limit for abstracts instituted by CHI. About one third
of papers identified themselves as an SR in the title, and another 20% did so in the abstract. For
11 papers, neither title nor abstract identified the paper as an SR. None of the papers addressed
registration, nor specified whether an a priori protocol had been developed. A few papers of course
referenced the PRISMA protocol (e.g., [92]) but we distinguish between the use of guidelines like
PRISMA and the development of an a priori protocol specific to the review at hand. Hansson et al.
[54] present a section titled “Protocol and registration” yet it only references PRISMA—no a priori
protocol specific to their review seems to have been created or registered. We note that we do not
doubt that many authors will have prepared a review plan of some sort prior to undertaking the
review, however it was not documented as such in the papers nor was its documentation provided
in external sources. For amendments to the review protocol, we thus scored non-explicit examples
with partial, of which there were two examples: MacArthur et al. [92] describe a scoping phase in
which they adjusted their categorization scheme; Pettersson et al. [114] mention “sharpen[ing]
selection criteria” based on cross-checks of the initial papers.

Finally, none of the papers provided all the data expected by PRISMA (P27). Seven papers provided
some of the listed types of materials, two papers showed intent to provide materials, but access did
not work ([10, 59]), and one stated they would provide materials on request [62].

4.3 Applicability of the Checklists
We here provide high-level narrative summaries; more detailed explanations of which aspects were
debated and how items were interpreted in application is reported in Tables 3–11 in the appendix,
with further details provided in the supplementary materials. For notes on how the checklists differ
for each domain, we refer readers to the supplementary materials as well.

27For reference, the checklist constitutes 12 items that expect abstracts to identify the paper an SR, as well as detail an
explicit objective, eligibility criteria, information sources, methods for risk of bias and synthesis, the total number of and
key characteristics of included studies, results for main outcomes, limitations of evidence, an interpretation of results with
implications, primary funding sources, and registration details.

ACM Transactions on Computer-Human Interaction, Vol. 31, No. 5, Article 57. Publication date: November 2024.



An Umbrella Review of Reporting Quality in CHI SRs 57:23

Applicability of Items Mapped to the RQR Domain. These items generally worked well. We had to
decide what counts as “context of existing knowledge” and how to rate implicit RQs/objectives (e.g.,
a post hoc contribution statement, rather than an a priori question/objective). Additionally, ENTREQ
requires a clear RQ (not allowing objectives). However none of the items had to be re-interpreted
or modified.

Applicability of Items Mapped to the EIS Domain. PRISMA items were modified in terms of
secondary requirements (e.g., item P5’s “how studies were grouped for the syntheses” is not
explicitly addressed by most papers and would distract from the item’s primary requirement of
IC/EC) and minimum requirements (how many edgecase examples are required in P16b). We
debated what counts as a full date of search or search strategy, how to deal with cases without
clearly defined screening stages (i.e., targeted proceedings searches), how granularly to report with
multiple database sources, and distinction between edgecase examples and exclusion examples;
these aspects are not specified by the checklist or the elaboration paper [109].

For ENTREQ, we modified items to clarify interpretation (e.g., requiring a full date of search to
match P6), and establish default expectations. We also discussed search strategy classification.

Applicability of Items Mapped to the DCA Domain. All PRISMA items had to be modified or speci-
fied further to establish clear scoring criteria (e.g., what counts as an “outcome” variable for P10a).
We re-interpreted risk of bias (P11, P18) to also accept quality assessment more generally. We also
note that some PRISMA items referencing risk of bias must be considered on a study level (affecting
study findings) and others on a synthesis level (affecting findings across studies). The application
was further complicated by the many different ways authors describe data collection/extraction:
this process overlapped with coding, analysis, screening, and categorization.

ENTREQ items for this domain largely worked well although we had to specify what qual-
ifies as describing an appraisal “approach,” and establish default expectations. Here also, data
extraction/collection often overlapped with coding, annotation, generation and analysis of data.

Applicability of Items Mapped to the AS Domain. This domain required a lot of modification and
re-interpretation, as for example, CHI review papers do not tend to clearly specify what counts as
a synthesis (P13a), or describe “methods used to tabulate or visually display results” (P13c). Further
we had to decide what qualifies as “characteristics” of a study (P17), when “results of statistical
syntheses” are complete (P20b), and whether to also look in supplementary materials. We largely
considered AS as synonymous for the application of these items, although we note that these are
not necessarily the same thing. We extensively discussed, for example, what level of detail should
be required for describing synthesis methods and the rationale behind their choice.

ENTREQ items similarly required a lot of discussion and interpretation. We again treated AS as
synonymous, and matched PRISMA in several aspects (e.g., in our interpretation of “characteristics”
of studies for E8). There were extensive discussions of what to require for many items, e.g., what
qualifies as a full description of coding (E17) or theme derivation (E19). The largest point of
contention was when results “go beyond a summary” [142]. This very subjective criteria is difficult
to apply with consistent scoring, and further complicated by vague descriptions of how taxonomies
or frameworks were developed based on review results.

Applicability of Items Mapped to the ROB Domain. This domain consisted of only PRISMA items,
as ENTREQ does not cover it. Almost all PRISMA items were modified or re-interpreted, for example
to specify what qualifies as discussing limitations (P23b and c). Risk of bias items were interpreted
broadly to include quality assessment as well, unless the item descriptions specified a type of risk
of bias.
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Applicability of Items Mapped to the MISC Domain. This domain again was covered only by
PRISMA items, and largely referenced expectations for the title and abstract, as well as protocol
registration and development and availability of data. We note that the abstract criteria (P2) cannot
be fulfilled with CHI abstract length restrictions. Additionally, some reviews appear to have a
misconception about what protocols mean in the context of SRs (referencing guidelines like PRISMA
as opposed to the development of an a priori documentation specific to the review at hand). We did
not adjust interpretation for this.

5 Discussion
Our approach applied checklists rooted in largely (post-)positivist epistemology to our corpus of
SRs at CHI. While we did so in a pragmatic/critical realist fashion, our first point of discussion
must thus be what we can say about the reporting quality based on those checklists, i.e., relating to
reporting standards with post-positivist origins.

We first summarize the “shape” of SRs at CHI, and then discuss key opportunities to improve
reporting quality across the review process domains based on (our interpretation of) the checklists
we applied, and what this implies about the term “systematic.” We then address limitations of
the evidence, our methodology—including issues of generalizability for HCI more broadly—, and
the underlying database infrastructure. Finally, we discuss the use of these checklists for tertiary
research, and consider epistemological tensions.

5.1 The Shape of SRs at CHI
Overall, the majority of papers featured characteristics most closely aligned with scoping reviews
or mapping reviews [4, 116]. Reviews at CHI do well at presenting their RQ(s), but they tend to
be phrased broadly rather than focusing on specific effects. Search process details were generally
reported but often missing details expected by the checklists (e.g., the exact queries used in each
database). There often was a screening/selection process from initial results to the final corpus, but
this process was heterogeneous in nature and not always described in enough detail to be able to
repeat it. Further, there seems to be a subcategory of “targeted proceedings searches”: reviews that
do not involve a search and screening process, but instead directly select specific proceedings as the
corpus for analysis. Further, search and selection results—i.e., the papers included in both initial and
final corpus—were often not fully reported. While we do not believe that omitting some relevant
papers will necessarily render an SR useless, we do believe that it matters which papers are included
or not—emphasizing the importance of stating which papers were selected. Data extraction was
most often not described as a process; instead, papers offered the resulting spreadsheet, or parts of
the process were implied by the resulting reporting.The corpus reviews only rarely feature anything
resembling an appraisal stage. Analysis was primarily based on some form of classification, and
categorical reporting of results, which does not match the expectations laid out by PRISMA or
ENTREQ. Whether this is something our community should aim for, however, is a different matter.

5.2 Where We Can Improve ReportingQuality
Leaving aside whether the characteristics described in the previous section match the term “sys-
tematic” for now, our findings reveal significant areas of concern in the reporting quality in CHI
review papers based on the PRISMA and ENTREQ reporting guidelines. Particularly, the domains
of data collection and appraisal, ROBIS, and miscellaneous had high ratings of insufficient reporting.
To be more precise, as a research community, we seem to substantially under-report appraisal, risk
of bias and limitations in synthesis, and documentation in the form of protocol development and
registration. In fact, based on the reporting, we barely seem to be conducting appraisal and are not
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developing a priori protocols at all. Further, while AS and eligibility, identification, and search had
fewer “no” ratings than the previously mentioned domains, here too, many scores indicated at least
incomplete information (∼72% with partial or no scores for EIS, and ∼74% for AS).

We assume that in many cases, authors did conduct the steps expected by the checklists but
do not report every detail. Certainly, we do not mean to imply that these review papers are of
poor quality. However, incomplete reporting crucially hampers our field: it means that many of
our reviews cannot be replicated and updated, sets an imperfect standard for future reviews, and
reveals a high potential for overlooking nuances and key findings, making it more difficult to judge
and rely on these reviews as a reader and researcher. This lack of transparency is not unique to
our corpus; it is a common issue in SRs also in other fields [49]. Haddaway and Macura [51] have
presented a summary of major types of bias that can occur in SRs. Their list is extensive and covers
each of the different phases of a review: describing limitation through subject drift, and biases
relating to selection, databases, publication, and interpretation, among others. Many of these biases
are clearly at least potentially present in CHI SRs, but usually not acknowledged or discussed as a
limitation. We acknowledge that for some types of research and knowledge, bias is not a concern,
but rather viewed as a strength. However, to our understanding, these types of research greatly
value critical in-depth engagement and reflexivity, and so would also benefit from documenting
and explicitly addressing aspects viewed as “bias” by other epistemic perspectives.

In the following we highlight key aspects that should be improved in CHI SRs if we aim to better
meet the reporting standards expected from the perspective of the PRISMA and ENTREQ checklists:

Single vs. Double Screening/Extraction. Only very few review papers reported double screening or
double extraction. In many cases, it was unclear how many researchers were involved in these steps.
When it was made clear, the research team often split the data among each other, but each record
was only assigned to a singular researcher to assess and extract. Doubling this procedure—and
resolving disagreements—is time consuming, but reduces error and implicit bias [49].

Lack of Appraisal. The corpus papers barely ever conducted an appraisal of the included papers
and studies.While of coursemany papers do critically engagewith the papers in the discussion, there
is for the most part no systematic and transparent critical engagement with the included work. This
is concerning as Haddaway and Macura [51] list five different types of bias as potentially resulting
from this stage alone: outcome reporting bias, full publication bias, multiple publication bias,
funding bias, and lack of consistency regarding validity. We again note that this is a common issue
in other fields [49]. From our own discussions, we believe this may stem from a lack of awareness
about which guidance to use for quality appraisal, a hesitance to call out other researchers’ work
for holding potential issues or implicit bias, as well as the fraught nature of the term “bias” within
different epistemologies among HCI researchers. We believe that the HCI community needs to
grapple with its understanding of terms like bias, credibility, validity and trustworthiness to be
able to perform critical appraisal in knowledge synthesis, echoing similar thoughts in other fields
on evaluating and integrating research from different epistemic backgrounds [46, 64, 79, 136].

Lack of Formality in Synthesis. In many review papers, the synthesis method (items P13d, E2)
was often only roughly described or identified, and rarely rationalized. We believe that researchers
may be struggling with the lack of applicability of conventional statistical methods for SRs (e.g.,
meta-analysis) in HCI and as-of-yet unclear guidelines on how to synthesize mixed-methods results.
It is worth emphasizing that there are a lot of formal synthesis methods developed specifically for
SRs as well as scoping reviews, that authors may be interested in exploring. We provide references
as a starting point for such an exploration in the next section.

ACM Transactions on Computer-Human Interaction, Vol. 31, No. 5, Article 57. Publication date: November 2024.



57:26 K. Rogers et al.

Lack of Limitations. Limitations were often addressed only briefly and omitted large parts of the
review process (e.g., focusing only how papers were selected for the review, but not how they were
analyzed). Perhaps this is an issue stemming from page limits in earlier review papers, and ongoing
expectations to keep papers concise, which can lead authors to skirt best practices. However, we
were surprised when papers with a qualitative synthesis did not provide any reflections on the
limitations of their method, as with this kind of methodology, reflexivity is generally considered
important [96]. ENTREQ itself does not require anything like this either.

Documentation: A Priori Protocol and Registration. Not a single review paper reported developing
a protocol for their review before conducting it, or provided it for review. We of course assume
that researchers did plan their approach, and likely documented it in some form, as also suggested
by the two mentions of changes to planned approaches [92, 114]. However, without providing
clear documentation of the initial plan, the potential for subject drift in the corpus is high [51],
i.e., that reviews’ RQs could have changed over time, even after researchers began their analysis
phase. This risks drifting to a RQ or method that the search phase and the corpus is no longer
suited for.

5.3 The Term “Systematic”
With the rarity of appraisal and protocol usage, most corpus papers would probably be described
by many as scoping reviews—with their eligibility for the term “systematic” in question depending
on one’s definition. We do not wish to prescribe an interpretation of when a review is systematic
to the field of HCI. Our field contains far too many research disciplines and methodologies to be
able to decide that based on this single exploration of a flagship conference. We also emphasize
that non-SRs can certainly also be useful and impactful. However, we believe that, as a community,
we need to be more clear about why we use this term when we apply it. We also believe that
our field would benefit from more attention to appraisal and protocol development. We should
be more careful when we use the term systematic in the context of reviews—in particular, when
we mean that only specific stages of the review follow a systematic approach, or that specific
stages were conducted methodically rather than ad hoc without relating to SR methodology. This
again emphasizes the importance of transparent reporting. Inversely, when we do use systematic
approaches, we should denote this clearly—so that it can be found by future tertiary research, and
early-stage researchers and students can discern and learn from best practices and rationales.

We strongly encourage authors of reviews to provide a methodological positioning of their type
of review, e.g., based on Sutton et al. [139]’s review family classification, and to consider clearly
specifying what they understand to be “systematic.” There is no “true” agreed-upon definition of
what makes an SR “systematic.” However, we wish to position our own understanding of the term
after conducting this project: our personal working definition views reviews as systematic when
they follow all steps outlined in the background section (Figure 2) along with the suggested best
practices in the upcoming section—as long as, in each deviation from this, they provide a suitable
rationale for it. Time will tell whether this suggested understanding is adopted by the HCI field
or not, or whether it will require stricter or looser interpretation in the long term. In particular, it
remains to be seen how this view will be interpreted by other epistemic approaches or used as a
reference point for departure to better reflect different epistemological perspectives.

5.4 Limitations of the Umbrella Review
Limitations of the Evidence. For limitations of the evidence, we largely refer to our results and

discussion, as appraisal was central to our RQ. We focus here instead on aspects beyond those
already addressed. We note that our appraisal was conducted based on authors’ self-reports and
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our interpretation thereof. It was not always clear what exactly had been done. While we did try to
give review papers the benefit of doubt when aspects were ambiguously reported, and conducted
double extraction and refinement stages, it is possible that some review papers received low scores
for specific steps despite having conducted them well, simply because they did not report this or
we misunderstood or could not find specific aspects of the description. Further, our sample spans
across years in which CHI upheld a page limit and years in which this was not the case. This shift
likely affected review papers’ capacity for rigorous reporting.

Our corpus provides us with a good overview of SRs and reviews that claim a systematic
process at CHI pre-2021. However, we note that with our search keywords and IC, the evidence we
collected excludes papers that arguably also contain SRs in content when they did not use the term
“systematic.” In our review process, we noticed at least two such examples [90, 117]. Additionally,
as demonstrated by our manual-addition paper [8], the ACM DL is imperfect, and so we may still
have missed other examples of SRs that do match our IC. As all reviews, our replicability is limited
by the reliability of the search database, yet our comprehensive reporting should enable updates of
this review in the future.

Further, while we are using this corpus to explore SRs, not all of the papers in our corpus are
necessarily actually SRs, as this depends on one’s definition of the term. Our corpus in large parts
consists of papers that declare themselves to be SRs, but also contains review papers that merely
claimed (sometimes as an offhand sentence) to review papers systematically without or with only
little description of the system they used or what makes it systematic. They may have used the term
colloquially, and so—as also the case in prior reviews, such as [135]—the work may be compared
to criteria it did not aim to meet. We provide a full list of each paper’s reason for inclusion in
the supplementary materials to showcase this transparently. We would like to emphasize that the
inclusion of papers with ambiguous goals towards “systematicness” helps to better pinpoint what
makes reviews “systematic” in HCI, and to form an understanding of the concept based on which
we develop guiding questions for authors of future SRs in the next section.

Limitations of the Methodology. Our AS are based on CHI papers—which, as mentioned, was a
purposeful yet also pragmatic limitation. As the flagship conference of HCI, CHI fills a prescriptive
role of sorts, as also suggested by the number of SRs in our corpus that referenced other SRs at CHI
in their rationale or as the basis for their method. We thus suspect that authors targeting other HCI
venues with their SRs may also use CHI SRs as examples to follow—in addition to examples from
those specific venues. Thus, SRs published at other HCI venues may well show similar features and
limitations. We believe that the strong interdisciplinarity of HCI [123] leads to a similar variety in
SR methodology in other venues as at CHI. Further, the formal requirements and expectations may
be similar in some ways: other HCI conferences also tend to have abstract limitations and so cannot
fulfill PRISMA’s expectations for an extended abstract [106]. However, other aspects may well differ
between subfields and venues: the greater tolerance for longer manuscripts at HCI journals may
lead to more detailed reporting. Further, the emphasis on presenting a contribution statement—that
was sometimes used in lieu of an explicit RQ in corpus papers—may be less pronounced in other
HCI venues.

Answering definitively how our results generalize to HCI is beyond the scope of this paper, and
will of course have to be explored in more detail in future research. Nevertheless, our method
of quantizing scores based on our interpretation of PRISMA and ENTREQ to compare review
process domains based on ROBIS [150] is a clearly documented first approach towards allowing
future research to compare SR reporting across different venues and subfields. By switching out
the checklists for other checklists or for alternative means of investigating reporting quality (or
related concepts like trustworthiness), authors of future umbrella reviews can use this paper as
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either a template or a jumping-off point to reflect on how a similar investigation could be carried
out based on a different epistemology.

One key limitation of our search methodology is our use of a single database, namely the ACM
DL. Manual screening of proceedings was also considered, but discarded because it would have not
caught papers that do not make clear they contain an SR in the title or abstract. We considered
using Scopus as an additional database that covers CHI proceedings, however this would not have
allowed us to filter results from CHI by their research article status. The Scopus search thus yielded
a number of results too high for us to screen at the time while upholding our double screening
with tie-breakers procedure. Further, we restricted our search to a single conference, and used this
as a representative sample of HCI publications at large. A broader search was not possible with
our available resources, however, we note that future work will have to explore how generalizable
findings truly are for SRs at other HCI publication venues, e.g., journals like ACM CSUR or TOCHI,
but also smaller, more specialized conferences like ACM UIST or IEEE VR.

Further, we note with the contested nature of the term “SR” come many potential synonyms and
related terms like “survey” or “meta review.” We deliberately did not include these, as these are
not established terms for SRs.28 Nevertheless, it is certainly possible that some papers using these
terms are also in fact systematic (despite not using the term).

Our synthesis methods—categorization of review archetypes, our domain-based mapping and
checklist application to generate a quantitative score for reporting quality, and narrative summaries
of checklist applicability—are informal. This is partially due to the unusual nature of our umbrella
review in exploring SRs on different topics, rather than the same topic. The application of PRISMA
and ENTREQ items and our mapping of these PRISMA and ENTREQ items to Whiting et al. [150]’s
ROBIS domains is of course subjective to the interpretation, ratings, and discussions of this review
team. The two checklists also differ (e.g., ENTREQ does not require discussion of limitations but
does expect a rationale for the database choice; PRISMA requires edgecase examples). Moreover, the
final refinement process in which the items were interpreted and sometimes modified—although
also involving discussions between multiple authors—was carried out primarily by the first author,
which introduces further subjectivity.

Further, as noted above, both checklists are intended for SRs (and two specific types of SRs at that).
Yet our corpus could—depending on one’s definition of systematic—be described as primarily scoping
reviews and/or non-systematic, and containing only a few reviews that match the specific types of
reviews these checklists were intended for. Thus the scores we report must be assessed in light of
that. Additionally, neither checklist was intended as an evaluation tool, so issues with ambiguous
phrasing complicated the scoring process. Alternatives do exist, for example, we considered the
AMSTAR 2 [131], which was developed for critical appraisal of SRs. However, this strictly targets
reviews of interventional studies, relies on the PICO framework, and does not cater to qualitative
synthesis. We attempted to mitigate issues relating to checklist phrasing with our score discussion
and refinement processes, as well as our extensive appendix and supplementary materials, however,
this is of course also subjective.

Finally, we acknowledge that some researchers may disagree with our subscription to the term
“umbrella review” over the term “SR of SRs.” Depending on the definition of these terms, we could be
one or the other, both, or neither. However, our unit of analysis is SRs, and we synthesize disparate,
heterogeneous SRs under the umbrella of analyzing reporting quality; the lens by which we analyze
the papers is the same. Thus, the term umbrella review seemed the most applicable to us, despite it
being an unusual case.
28For example, “meta review” is used as a synonym for SR [111], but also for umbrella reviews [24], as well as the summarizing
review of conference reviews [12].
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Limitations of the Database Infrastructure. Underlying all reviews is the database and search
engine infrastructure that we use to locate potentially eligible research. Yet there are significant
issues with these databases. In our own experience with Scopus and the ACM DL, search results can
fluctuate wildly over time—and not just with the inclusion of new publications. Issues of this kind
were also reported by review papers in our corpus [54, 92], as was uncertainty over the specification
of ACM DL search fields (like “full-text” vs. “any field” [76]). We can report that for our own pilot
searches, some of the fluctuations resulted from duplications of entries. In contrast, the paper
that we had to add manually was missing despite its clear eligibility based on the keywords we
employed. Despite multiple emails to the ACM DL team, we have been unable to get a clear answer
as to why the search results vary so much over time. Further, when asked for documentation
on the specific search-within options, they only referred to very rudimentary tutorials,29 that do
not specify necessary details. This would be useful, however, to explain why the Abstract option
does not always only match keywords on the abstract, and to ensure comparable searches across
different databases (e.g., to match Scopus’s TITLE-ABS-KEY).

In exploring this further, we found that academic databases are simply not nearly as reliable as
we had assumed. For example, there are many reports of documents not being indexed by a specific
database, despite the database claiming to index the corresponding journal [13, 78]: “even if two
databases index the same journal the coverage of articles might differ” [13]. Additionally, meta data
and bibliometric data can be incorrect [38, 77]. Assessing Scopus and Web of Science as indexing
databases in comparison to information reported by a specific journal’s publisher, Liu et al. [89]
identified many discrepancies. They trace these to differences in policies relating to publication
date versions, missing documents, duplicate documents, and metadata errors. Given the importance
laid on replicability of reviews (for post-positivist or pragmatic approaches), this is a concern that
needs to be addressed by the research community in the future. More immediately, papers should
not be rejected just because the query no longer results in the same number of results: we interpret
replicability to be fulfilled when the reporting enables readers and reviewers to perform the search
confidently—rather than when it results in the exact same number of papers.

5.5 PRISMA and ENTREQ as Reporting Checklists for Tertiary Research
With categorical reporting and narrative summaries as the most common style of reporting, it is
unsurprising that the corpus scored poorly on many items of PRISMA (which is purely quantitative
and focuses on meta-analyses), as well as ENTREQ (which expects clear descriptions of coding and
theme development). As shown in Tables 3–11, almost all checklist items required some form of
discussion and/or reinterpretation before they could be applied to the review papers. We discussed
what this means for our own results in the Limitations section. Nevertheless, this leads us to two
questions that will need to be answered by the HCI community going forward: (1) does this indicate
a need to develop our own reporting guidelines for the types of papers published in our field as
primary research? This could then better embrace and reflect reporting expectations depending on
specific research approaches in HCI. Or (2) do we need to adjust how we report SRs to better fit
existing guidelines?

The latter could imply a methodological move towards more clearly qualitative or clearly quanti-
tative synthesis using formal methods. Reflecting on HCI as an interdisciplinary field that contains a
multitude of methodologies and epistemologic backgrounds, we do not think that this is advisable as
a general rule. Further, other fields have similarly seen an evolution of quantitative SRs to integrate
qualitative methods [53], suggesting that a full exploration of a RQ in many cases will require
mixing of quantitative and qualitative synthesis. As mentioned, our own approach lies within the
29https://libraries.acm.org/training-resources/new-dl-features
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backdrop of pragmatism and critical realism; we view the mixing of quantitative and qualitative
methods as having the potential for triangulation but also deeper understanding and richer insight
[95]. Yet of course when handling research suitable to PRISMA or ENTREQ, these checklists may
still be useful and applicable. As such, we think the answer is “yes, both”—but with an emphasis
on the former: the PRISMA and ENTREQ checklists are only fully suitable when the reviews are
either clearly quantitative with statistical methods and interventional studies or qualitative with
theme development, respectively. In the long term, we may indeed need to develop new checklists
or other forms of guidance that are better suited to HCI and its plurality. However, we also need to
adjust how we conduct and report SRs to improve transparency and trustworthiness and either
reduce or better capture and document bias (depending on one’s goal and epistemology). In tertiary
research, existing checklists can still point out such issues even when they do not fully apply. Thus
using these and other checklists or guidance instead in the meantime (perhaps those for scoping
reviews, e.g., [29, 112] or [6, Ch.11]) can be useful for secondary research reporting, and analysis of
reporting quality through tertiary research like this umbrella review—if, as we aim to do here, they
are applied with flexibility and reflection instead of as a rigid ideal.

5.6 Epistemological Tensions
Most corpus papers were situated somewhere between clearly quantitative and clearly qualitative
approaches, and unearth long-standing [39] epistemological tension in the field. For some epistemic
persuasions, a review replication (cf. [70, 102]) should be able to yield the same results—albeit still
potentially differing in interpretation. For others, any replication will necessarily be contingent on
and thoroughly shaped by the researchers’ construction of the analysis (e.g., qualitative themes).
For the latter, practices of reflexivity [96, 140]—critically reflecting on the researchers’ role in the
synthesis, i.e., their “footprint” on the findings—can be exceedingly helpful. We argue that this
could improve transparency in the interpretative steps of more post-positivist-leaning reviews, as
well. Yet such reflections did not occur in the corpus papers. Additionally, clear communication of
the authors’ goals and epistemological understanding should help to alleviate misunderstandings.
We advocate a degree of tolerance towards other epistemological viewpoints to ease these tensions
further. As part of this, we provide an epistemic reflection on our approach in the following.

Epistemic Reflection. Our approach applied checklists rooted in largely (post-)positivist episte-
mology [46] to the corpus of SRs at CHI in a fashion best described as pragmatic [68] (valuing the
role of context and ethical considerations; a prioritization of flexibility in adapting methods for
problem-solving) or critical realist [95] (valuing epistemic relativism, contextual embeddedness,
a critical stance, and reflexivity). We do not see them as checklists in the sense that we aim to
prescribe or even recommend their usage. Rather, we use them as a starting point and scaffolding
component for our investigation into the types of reviews at CHI claiming a systematic approach.
In line with our non-positivist approach, we transparently and comprehensively reflect on how
we applied and understood the checklist items as part of our reporting. Of course this does mean
that the SRs in our corpus are analyzed in light of their compliance with guidelines that the papers
potentially do not profess to follow, and may not even match their specific variant of SR. However,
this is a necessary approach when the definition of SRs is not clearly established in our field, and
one with precedence [135]. Following a pragmatist/critical realist approach, this still yields (and
structures) valuable insight into the kind of information being reported about SRs. On top of that,
our process of using the checklists allowed us to also reflect on the checklists themselves: whether
the items are clear, applicable, and most of all useful for the context of HCI.

Further, in line with our pragmatic/critical realist stance, we made use of a mix of steps depending
on what we considered most reasonable at that point: our steps can be considered well aligned
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with (post-)positivism just as much as pragmatism in the initial stages of the review (e.g., search
and data collection). We think this can lead to a more comprehensive initial corpus in reviews, and
do not see this as incompatible with more constructivist-leaning approaches to the analysis, as
it allows a broader and more comparable starting point for AS of any epistemic background. In
later stages (after corpus selection), we favored steps that are in our view clearly non-positivist, for
example in the way that we applied mixed methods for AS, and our commitment to reflection and
critical discussion among the authors to capture our own role in shaping knowledge. Yet a fully
constructivist approach would likely not use checklists in combination with scoring; this again
reflects tensions entrenched in HCI.

6 GuidingQuestions and Suggestions for Best Practice
We now move away from the direct scope of our findings to attempt to develop guidance for
the reporting of SRs within HCI. Our approach here aims for the pragmatic goal of creating
something useful for the HCI community as a whole, or barring that, for large parts of it. As such,
we purposefully do not create a new checklist, but rather guiding questions and suggestions for
what we view as best practice in reporting. The guiding questions are intended as prompts for
reflection, and so can be applied to all SRs–no matter one’s epistemic persuasion—as they are not
meant prescriptively. There may well be good reasons to not follow the developed set of guiding
questions, however these reasons should be clearly articulated (e.g., by stating that a certain step
is incompatible with the authors’ epistemology). The guiding questions should not be viewed as
the be-all-end-all of quality review reporting. They reflect how much detail is reported, because
without reporting, quality of content cannot be assessed. While we believe that checklists may be
limited in use when assessing quality of SR conduct (unless very carefully formulated, and applied
both very flexibly and in a targeted manner), we are confident that checklists are an effective means
of assessing reporting quality of literature reviews—as long as they are applied flexibly to allow
careful, reflective interpretation of items.

The suggestions for best practices again return to a pragmatic/critical realist focus, and as such
need to be understood as suggestions for only specific kinds of SRs, namely those at least compatible
with this perspective.

6.1 Domain-Based GuidingQuestions for ReportingQuality in SRs
We developed a set of guiding questions for improving reporting quality in SRs. This was based
primarily on our experience with applying the PRISMA and ENTREQ checklists, and specifically
our note-taking and synthesis check-in meetings. However, it was also informed by our combined
experience with writing and reviewing review papers of various kinds and knowledge of the
literature on review methodologies. Using the ENTREQ as a starting point (due to its fewer items
and comparative applicability), we used our card sorting by review domain and re-visited each
item to then either include and adapt, or exclude. The first author developed a first draft and then
presented it for discussion and iteration among the rest of the research team.

The resulting version of the guiding questions for reporting is presented in Table 2. For example,
it prompts researchers to clearly report the driving RQ, without which readers may not be able to
judge whether the search and screening methods were appropriate; a mismatch between them can
impact validity and utility of the SR. The guiding questions also prompt researchers to report the
initial and final corpus papers, which makes it easier to follow what the analysis was conducted on,
and whether (or why) key papers may have been omitted.

Although the questions are meant as prompts for SRs of all kinds, our development of them was
based primarily on the types of SRs found most commonly in our corpus: ones that develop and/or
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Table 2. This List of Guiding Questions Separated by Review Domain Can Help Authors Improve
Their Reporting Quality

Domain and Guiding Questions for Reporting:
Subdomain Does the paper (or appendix or supplementary material) …

RQR Research
Question

… state the research question? … describe a rationale for conducting the review? … consider
the context of existing knowledge in that rationale?

EIS Search … specify all databases that were searched? … provide a rationale for the choice of databases?
… specify when the search was conducted? … present the exact search query used for each
of the databases? … report all the search filters and limits that were used for each search
query / database? … identify how many and which papers were identified through the search
as the initial corpus to undergo the screening process? … report how many papers were
excluded and for what reasons?

Screening … report a screening stage, or a rationale if not? … state the inclusion / exclusion criteria
used for screening? … report the process of screening in terms of which parts of the paper
were considered (e.g., title and abstract)? … report the process of screening in terms of
how many reviewers were involved? … report the process of screening in terms of how
disagreements between reviewers were resolved? … report which papers were left eligible
after screening?

DCA Appraisal … report an appraisal stage, or a rationale if not? … describe what was appraised (e.g.,
assessment of study validity vs. reporting)? … provide a rationale for the appraisal? …
identify which tools or criteria were used for the appraisal? … describe the appraisal process
in terms of how many reviewers were involved? … describe the appraisal process in terms of
how disagreements between reviewers were involved? … report the results of the appraisal
for each paper? … report the results of the appraisal in summarized form? … describe how the
appraisal results impacted the review (e.g., exclusion or weighing of evidence in synthesis)?
… give a rationale?

Data Collection … report which papers were in the final corpus for data collection/extraction? … indicate
which section(s) of the paper was considered for data extraction? … report which data was
extracted from the paper? … describe the extraction process in terms of how many reviewers
were involved? … indicate in what form extracted data was stored?

AS Method … identify and describe a formal synthesis methodology that was used, or describe the
methodology, if not? … describe a rationale for the choice of synthesis method? … describe
which software was used to conduct the analysis? … identify how many researchers were
involved in the coding of data, if applicable? … describe how disagreements in coding were
resolved? … identify how many researchers were involved in the synthesis? … describe how
data was coded in terms of how the coding scheme was derived? … specify whether this
coding scheme was inductive or deductive? … describe how data was coded in terms of
how the coding scheme was applied? … describe how researchers dealt with newly arising
concepts outside of the initial coding scheme? … specify whether themes were constructed
from the coding and analysis of data, and if so, whether these themes were inductive or
deductive?

Results … provide a full list of included papers? … include basic characteristics such as year of
publication, and extracted data items of interest (e.g., study design) in that list?

Discussion … not just present results as a summary, but also interpret results in the context of existing
evidence?

ROB Risk of Implicit
Bias in Overall
Synthesis

… report any methods used to assess risk of hidden or implicit bias or certainty in the
evidence? … address reflexivity: how did personal, methodological, contextual or other
factors [64] impact the synthesis (e.g., if low-quality studies were weighed improperly in
the synthesis or if researchers’ background affected interpretation of results)? … discuss lim-
itations of the papers included in the review (e.g., due to sample size)? … discuss limitations
of the review process in terms of the search and screening process? … discuss limitations of
the review process in terms of the appraisal and extraction process? … discuss limitations of
the review process in terms of the synthesis process?

MISC Documentation:
Protocol and
Registration

… identify the paper as an SR in the title or abstract? … report whether a review protocol
was developed beforehand? … make that protocol available? … clarify any adjustments made
to the protocol, if applicable? … make available any data like data extraction forms and the
extracted data?

For better overview, we split some review domains into sub-domains, e.g., DCA separately considers appraisal and data collection.
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apply a coding scheme or classification, and then develop and report themes or frequencies of
category occurrence. From a pragmatic/critical realist perspective, we would thus use the guiding
questions in addition to existing checklists for reporting, if they apply. For example, for reviews
that report a meta-analysis, we recommend the additional use of PRISMA [108], or the ROSES
alternative [52] (which improves on a number of issues of PRISMA, but which is longer, and was
developed for the environmental science field). Similarly, for review papers using thematic analysis
as their synthesis methodology, we strongly recommend that authors use checklists for thematic
analysis reporting or discuss concepts like trustworthiness in addition to these guiding questions.

The questions are meant primarily to aid researchers who are conducting an SR in HCI and wish
to ensure high reporting quality. Following these guiding questions will not ensure that a review is
systematic, or even necessarily good quality overall. This is partially because there is currently no
agreed-upon definition of what “systematic” means for reviews in HCI. Answering the questions
(or stating why they are not applicable) instead should guide authors towards providing enough
information in their review papers that their readers have a chance to make an informed choice
about whether the review could count as systematic (depending on their understanding of the
term) or could count as high quality. Which practices and steps are necessary for a review to count
as systematic remains a big question for the field to decide on. Which practices and steps should
constitute high quality remains a bigger one.

6.2 Suggestions for (Pragmatic/Critical Realist) Best Practices
Based on the existing literature on SR methodology, and our reflection on the analysis of our corpus
with PRISMA and ENTREQ, and our own experience with conducting, reporting and reviewing
reviews, we offer the following suggestions for best practices. As stated before, these should be
understood as suggestions for a pragmatic/critical realist approach and may not be applicable to
others (e.g., constructive/interpretivist ones).

(1) Develop a comprehensive a priori protocol (e.g., [121] in supplementary materials), and
transparently report any changes to the procedure that are decided with their rationale. In
our appendix (Table 13), we recommend resources as a starting point for how to develop a
protocol. Ideally, the review’s protocol should be registered in a public registry like OSF so
researchers can avoid starting a review that is already being conducted by others.

(2) For the search process, carefully consider your choice of databases and report your rationale
for this choice. We refer to Gusenbauer [48]’s overview of common databases’ absolute and
relative coverage as a starting point to help researchers make an informed decision. Ideally,
use multiple databases to reduce indexing bias/infrastructure issues [146];30 if so, the search
queries for all databases should be provided. Make clear whether your search was focused
on breadth/scope vs. a narrow target, and provide a rationale for this choice. Report your
exact search string for each database used, along with the (full) date of search, and the exact
filters and limits. Pilot the search multiple times to get an idea of how the number of results
fluctuates and mitigate the risk of missing relevant publications due to database search issues;
the pilot searching should also be documented. Formulate and report the exact IC and EC
used for screening papers.

(3) In reporting and conduct: clearly distinguish the review phases by domain. Reviews require
a lot of focused organization and documentation over an extended period of time, and in our
own experience with other reviews, running multiple phases at the same time (e.g., because a

30Depending on research question and field, it can also make sense to search for relevant unpublished research, i.e., grey
literature. Whether this is a worthwhile approach for HCI remains to be seen and is out of scope of this paper, however we
refer to Garousi et al. [40] for an answer in software engineering as a starting point.

ACM Transactions on Computer-Human Interaction, Vol. 31, No. 5, Article 57. Publication date: November 2024.



57:34 K. Rogers et al.

coder is delayed) can easily lead to a paper being forgotten, leading to moments of panic down
the line. In reporting, try to keep methodological information for the review in one section
overall to help readers understand what was done, instead of spreading the information
throughout the paper. Additionally, the ROSES [52] guideline offers a template for review
metadata which could be useful for reviewers if supplied as supplementary materials.

(4) Use existing resources like our guiding questions in Table 2, and more specialized guidelines
for your specific review type or synthesis method for reporting. For quantitative SRs/meta-
analyses, consider using something like PRISMA [108] or ROSES [52]. For qualitative- style
reviews (e.g., using thematic analysis), we suggest the use of ENTREQ [142] in addition to
our guiding questions because ENTREQ does not cover discussions of limitations.

(5) If possible, employ double screening, double appraisal, double extraction, double coding to
reduce errors. In reporting, make bias explicit to then transparently and critically acknowl-
edge and reflect on it. If you do not have the resources for multi-approaches to these stages,
consider a percentage-based split (e.g., 30% doubling as a calibration phase) before subse-
quently screening/appraising/extracting/coding the remaining data individually. However,
the reporting should be clear about how many reviewers were involved in each phase and
how disagreements were resolved or addressed.

(6) Conduct and report on an appraisal phase. We again suggest resources in our appendix
(Table 13) as a starting point for potential quality assessment. If you do not have an appraisal
phase, provide a rationale. We do not aim to prescribe that all SRs need an appraisal phase
(although some would not classify the resulting review as systematic [50])—for some RQs,
the quality of studies in the papers will not be immediately relevant. For example, reviews
that aim to explore conceptualizations of specific terms or constructs across the literature
(e.g., game enjoyment [97] or realism [121]) might view study validity (commonly the focus
of appraisal) as out of scope.

(7) Explicitly identify and carefully describe your synthesis methodology. Consider using a
formal synthesis methodology—for overviews of potential methodologies, cf. [9, 32, 43, 110,
141].

(8) If you aim to use a less formal synthesis method (e.g., narrative summary or categorical
reporting), identify it and describe clearly how you develop and interpret occurrences of
categories or patterns. Further, more formalized methods like framework synthesis [21, 22,
31] or content analysis [80, 149] may not require many additional steps, yet could benefit the
work by reducing implicit bias, improving clarity, and adding structure to the approach.

(9) If you categorize elements found in the papers that you review, be very clear whether
your categorization is based on an inductive or deductive approach, and describe how you
developed it or your rationale for choosing an existing one. Critically reflect on your role in
developing and applying the categorization—if this review was conducted by someone else,
would they arrive at the same findings? An explicit statement of reflexivity [140] might help to
position your review in the context of existing knowledge. Although more commonly found
in qualitative research, we suspect that this prompt could also be useful for the interpretation
of quantitative results.

(10) Try to go beyond just a summary of evidence to synthesize intermediate-level knowledge
[61], as for example Brudy et al. [15]’s extensive cross-device taxonomy. Further, it should
be made clear how the taxonomy or framework that is developed is connected to and was
derived from the review (e.g., taxonomy development of [55]). For this purpose, consider
using formal methodology for taxonomy-building [105] or type-building analysis [81], or
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using best-fit framework synthesis [21, 22] to apply and refine a conceptual framework (e.g.,
[122]). Finally, it may be worthwhile to develop an interactive visualization as a “living”
[2, 33, 34, 104] interactive SR, as for example done by Altarriba Bertran et al. [3], Butler et al.
[18], Seifi et al. [129] and Qamar et al. [120]. Such interactive tools can draw on strengths
and expertise well established in the HCI community.

(11) Clearly address limitations of both evidence (i.e., the included papers) and methodology. For
the latter, go beyond merely repeating your search parameters; consider limitations of each
of the review phases.

(12) Provide supplementary materials. Ideally, make sure that these materials are hosted with
the paper (e.g., via the ACM DL) to avoid broken links in the future. For example, consider
providing the full list of all included papers, the list of all initial search results, the data
extraction form, appraisal results, and so forth. Especially when academic conferences create
tension between rigorous reporting and concise writing wherein the page length matches
the size of the contribution, the supplementary materials can be used to off-load information.
A good example in our corpus is provided by Linxen et al. [87].

ANote to Future Reviewers. Our best practices are targeted at researchers conducting and reporting
SRs, but we expect that future reviewers may also take note of these. As such, we want to make
clear that limitations relating to the above should not inherently cause a reviewer to reject the
paper. There are many factors that can necessitate a diversion from the “ideal” SR. For example,
characteristics of the specific RQ may make an appraisal of studies unnecessary. (However, its
absence should be rationalized.) Further, available resources play a key role—e.g., in terms of
research team size, time, and access to databases—yet are not equitably distributed among our
research community. Our stance is that an “ideal” SR is exceedingly rare, if not impossible and in
any case depends on one’s epistemic position: in lieu of this achievement, we instead emphasize the
importance of transparent handling of limitations and how they may have affected the synthesis.
In the expectation that this paper will spark discussions about what counts as “systematic”—we
emphasize that there is space in the academic landscape for non-SRs as well [25, 45].

6.3 Limitations of the GuidingQuestions and Best Practices
Although the guiding questions for reporting—as non-prescriptive prompts for reflection—target
reviews from potentially any epistemic background, they were developed by our team of researchers,
and the resulting guiding questions certainly reflect our own pragmatic/critical realist perspective.
To what extent they are useful for strongly constructivist or strictly post-positivist approaches, for
example, will have to be determined by researchers from those backgrounds. In particular, we see a
distinction between reporting a review’s search and selection process transparently (resulting in the
same corpus papers, if we can assume that the databases are reliable), and reporting and conducting
the synthesis, where different epistemic approaches and subjectivity may lead to different results.
The suggestions for best practices, on the other hand, much more directly target reviews by
researchers whose research paradigm or “way of knowing” is compatible with pragmatism and/or
critical realism. We believe that subjective expertise is necessary when combining scientific rigor
with critical reflection, and that it can be invaluable to the review process as a whole. Our own
collective expertise both informed and was in turn shaped by the reflective and interpretive process
of conducting the review, and the data we collected—this is also reflected in our guiding questions
and suggestions for best practices.
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7 Conclusion
SRs are a research contribution of great potential importance to the field of HCI, yet their reporting
quality is often insufficient to confidently follow or replicate. Our umbrella review of SRs at CHI as
the flagship HCI conference venue applied two existing checklists for reporting quality (PRISMA
and ENTREQ) as a method of critical appraisal. Using a domain-based mapping of the checklists,
we extensively explored reporting quality of review papers stating a systematic approach at CHI,
and assessed how well the checklists applied to the review papers in our corpus.

With our results, we showcase and describe the domains in which SRs in our field could improve
reporting quality, particularly with regards to appraisal, synthesis, and documentation. Based on
this research and our combined experience with SRs in HCI, we present guiding questions for HCI
researchers to aid in the reporting of future SRs, and compile a set of suggestions for best practices
for SRs compatible with a pragmatic or critical realist perspective. We hope that this paper can
serve as a primer for researchers interested in research synthesis, and improve methodological
clarity and rigor in our community.

Appendix

Fig. 8. By domain, stacked bar chart of how many yes (green with cross-hatching)/partial (yellow with
dotted hatching)/no (red with slashed hatching) scores the papers got for each item (PRISMA and ENTREQ)
categorized within that domain. Note that each row is thus based on a different number of items and scores,
hence the varying width - the PRISMA and ENTREQ essentially provide different foci for each domain.
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Table 3. Categorization of PRISMA & ENTREQ Items Based on the RQR Review Process Domain

○ RQR: Research Questions and Rationale

Item Description (from [108, 142]) Modifications/Discussions and Scores

P3. Rationale Describe the rationale for the review in the con-
text of existing knowledge.

� Meaning of and location “Context of existing knowledge”;
decided on 3 + references and any location. Fewer references as
“partial”. � 21× yes (of these, 1 elsewhere than intro), 2×
partial, 1× no

P4. Objectives Provide an explicit statement of the objective(s)
or question(s) the review addresses.

� Any location accepted. For post-hoc contribution
statements, we decided on “partial” scoring. � 18× yes (13× in
intro, 5× elsewhere), 5× partial, 1× no

E1. Aim State the research question the synthesis
addresses.

� Equivalent to P4 but requires question. Objectives and
implied research questions were coded as “partial”. � 12× yes,
17× partial, 4× no

The final column describes what was discussed in the application of each item (�) and the resulting scores (�). The review
process domain is denoted by the abbreviation and a coloured circle, for easier reference between the different tables
throughout the article.

Table 4. Categorization of PRISMA Items Based on the EIS Review Process Domain

○ EIS: Eligibility Criteria, Identification and Selection, PRISMA

Item Description (from [108, 142]) Modifications/Discussions and Scores

P5. Eligibility
criteria

Specify the inclusion and exclusion criteria for
the review and how studies were grouped for the
syntheses.

� Omitted the second half (synthesis grouping). � Subjective
criteria (e.g., “papers addressing X”) and cases without
inclusion/exclusion screening due to targeted proceedings
selection were coded as “partial”. � 14× yes, 9× partial, and 1×
no

P6. Information
sources

Specify all databases, registers, websites, organi-
sations, reference lists and other sources searched
or consulted to identify studies. Specify the date
when each source was last searched or consulted.

� What counts as a date; partial dates coded as “partial” due to
PRISMA documentation. Discussed whether to add rationale
requirement to match E5 but did not. Google Scholar accepted
as a database. � 2× yes, 21× partial, and 1× no

P7. Search
strategy

Present the full search strategies for all databases,
reg- isters and websites, including any filters and
limits used.

� What counts as “full” search strategy. For “yes”: keywords
as long as it is clear how they were combined and which fields
the search was based on; exact (full) query; description of
manual search procedure in case of a targeted proceedings
selection/search. � 6× yes, 17× partial, and 1× no

P8. Selection
process

Specify the methods used to decide whether a
study met the inclusion criteria of the review, in-
cluding howmany reviewers screened each record
and each report retrieved, whether they worked
independently, and if applicable, details of automa-
tion tools used in the process.

� Cases without clearly defined screening stages; targeted
proceedings cases were coded as “partial”. � 9× yes, 14×
partial, and 1× no

P16a. Study
selection (a)

Describe the results of the search and selection
process, from the number of records identified in
the search to the number of studies included in
the review, ideally using a flow diagram.

� Reporting of records for multiple sources (required for
“yes”); cases with multiple hazily delineated stages. Flow
diagram (PRISMA or other) not required for “yes”. � 17× yes,
6× partial, and 1× no

P16b. Study
selection (b)

Cite studies that might appear to meet the inclu-
sion criteria, but which were excluded, and ex-
plain why they were excluded.

� PRISMA expects a list of all studies close to meeting
inclusion criteria; instead we required at least one
edgecase/contentious exclusion (with specific reference and
rationale) for “yes”. � Edgecase inclusions, exclusion examples,
and edgecase exclusions without specifics or rationale were
coded as “partial”. � 3× yes, 5× partial, and 16× no

The final column notes discussions (�) and when/how items were re-interpreted (�), as well as resulting scores (�). The
ENTREQ items for this domain are presented in Table 5. The review process domain is denoted by the abbreviation and a
coloured circle, for easier reference between the different tables throughout the article.
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Table 5. Categorization of ENTREQ Items Based on the EIS Review Process Domain

○ EIS: Eligibility Criteria, Identification and Selection, ENTREQ

Item Description (from [108, 142]) Modifications / Discussions & Scores

E3. Approach to
searching

Indicate whether the search was pre-planned
(comprehensive search strategies to seek all avail-
able studies) or iterative (to seek all available con-
cepts until they theoretical saturation is achieved).

� Terms vs. description mismatch; based interpretation on
description, not terms. Required clear statements for “yes”,
implied descriptions coded as “partial”. � Mixed approaches
difficult to infer. � 0× yes, 29× partial, and 4× no

E4. Inclusion
criteria

Specify the inclusion/exclusion criteria (e.g. in
terms of population, language, year limits, type
of publication, study type).

� Inclusion and/or exclusion criteria accepted; cases with no
screening and unclear phrasing rated “partial” . � 16× yes, 14×
partial, and 3× no

E5. Data sources Describe the information sources used (e.g. elec-
tronic databases (MEDLINE, EMBASE, CINAHL,
psycINFO, Econlit), grey literature databases (dig-
ital thesis, policy reports), relevant organisational
websites, experts, information specialists, generic
web searches (Google Scholar) hand searching,
reference lists) and when the searches conducted;
provide the rationale for using the data sources.

� Required full date of search to match P6. � Differs from P6
in added rationale requirement; did not adjust P6 but do note
this as a potential improvement. “Partial” score if no rationale,
no date, or only some databases listed. � 1× yes, 32× partial
(2× no rationale, 16× no date, 11× no rationale or date, 3×
only some databases), and 0× no

E6. Electronic
search strategy

Describe the literature search (e.g. provide elec-
tronic search strategies with population terms,
clinical or health topic terms, experiential or so-
cial phenomena related terms, filters for qualita-
tive research, and search limits).

� Required “full” search strategy to match P7. “Partial” if
search process was unclear incl. paraphrased query or targeted
proceedings search without explicit search description. � 6×
yes, 27× partial (3× query but unclear how filtered, 6×
paraphrased but clear filters, 13× paraphrased and unclear how
filtered, 5× targeted proceedings search without description),
and 0× no

E7. Study
screening
methods

Describe the process of study screening and sifting
(e.g. title, abstract and full text review, number of
independent reviewers who screened studies).

� “Full paper”-review assumed as default if not stated. “Partial”
if multi-screening without statement regarding how
disagreements were handled; also for targeted proceedings
searches as long as it was implied that there was no screening.
� 10× yes, 21× partial, and 2× no

E9. Study
selection results

Identify the number of studies screened and pro-
vide reasons for study exclusion (e.g. for compre-
hensive searching, provide numbers of studies
screened and reasons for exclusion indicated in a
figure/flowchart; for iterative searching describe
reasons for study exclusion and inclusion based
on modifications to the research question and/or
contribution to theory development).

� Tied to exclusion criteria more than P16a; require number of
papers excluded for each exclusion criteria for “yes” (can be 0 if
targeted proceedings search). � 12× yes, 16× partial, and 5×
no

The final column notes discussions (�) and when/how items were re-interpreted (�), as well as resulting scores (�). The
PRISMA items for this domain are presented in Table 4. The review process domain is denoted by the abbreviation and a
coloured circle, for easier reference between the different tables throughout the article.
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Table 6. Categorization of PRISMA & ENTREQ Items Based on the DCA Review Process Domain

○ DCA: Data Collection and Appraisal

Item Description (from [108, 142]) Modifications/Discussions and Scores

P9. Data collection
process

Specify the methods used to collect data from reports,
including how many reviewers collected data from
each report, whether they worked independently, any
processes for obtaining or confirming data from study
investigators, and if applicable, details of automation
tools used in the process.

� “Partial” if multi-extraction but no statements regarding
disagreements; or if unclear who was involved in the extraction.
� Synonyms: coding, extraction, analysis, screening, categorization;
this was inferred by coders. � 5× yes, 18× partial, and 1× no

P10a. Data items
(a)

List and define all outcomes for which data were
sought. Specify whether all results that were com-
patible with each outcome domain in each study were
sought (e.g. for all measures, time points, analyses),
and if not, the methods used to decide which results
to collect.

� Outcomes vs. other variables; distinguished based on relevance to
key research question. � Lacking descriptions for variables; relied
on coder subjectivity (uncertainty of replication led to “partial”).
� 13× yes 9× partial, and 2× no

P10b. Data items
(b)

List and define all other variables for which data were
sought (e.g. participant and intervention character-
istics, funding sources). Describe any assumptions
made about any missing or unclear information.

� Outcomes vs. other variables; distinguished based on irrelevance
to key research question (but still expect data beyond citation
reference). � 3× yes, 2× partial, and 19× no

P11. Study risk of
bias assessment

Specify the methods used to assess risk of bias in the
included studies, including details of the tool(s) used,
howmany reviewers assessed each study andwhether
they worked independently, and if applicable, details
of automation tools used in the process.

� Also accept quality assessment (not just risk of bias).
� Informal/subjective quality assessment; yes if method can be
replicated rather than specific results. � 1× yes, 2× partial, and 21×
no

P18. Risk of bias
in studies

Present assessments of risk of bias for each included
study.

� Also accept quality assessment (not just risk of bias).
� Aggregate reporting; these were rated as “partial”. � 2× yes, 1×
partial, and 21× no

E10. Rationale for
appraisal

Describe the rationale and approach used to appraise
the included studies or selected findings (e.g. assess-
ment of conduct (validity and robustness), assessment
of reporting (transparency), assessment of content
and utility of the findings).

� “Approach” likely expects characterisation of “quality”; we
accepted more implicit indications as well (but note that explicit
statements would be ideal).“Partial” if no rationale provided. � 0×
yes, 2× partial, and 31× no

E11. Appraisal
items

State the tools, frameworks and criteria used to ap-
praise the studies or selected findings (e.g. Existing
tools: CASP, QARI, COREQ, Mays and Pope [25];
reviewer developed tools; describe the domains as-
sessed: research team, study design, data analysis and
interpretations, reporting).

� Definition of tools/frameworks/criteria; accepted informal
constructs as well. � 1× yes, 1× partial, and 31× no

E12. Appraisal
process

Indicate whether the appraisal was conducted inde-
pendently bymore than one reviewer and if consensus
was required.

�. � 1× yes, 1× partial, and 31× no

E13. Appraisal
results

Present results of the quality assessment and indicate
which articles, if any, were weighted/excluded based
on the assessment and give the rationale.

� Individual vs. aggregate results; the latter was rated as “partial”.
� 1× yes, 1× partial, and 31× no

E14. Data
extraction

Indicate which sections of the primary studies were
analysed and how were the data extracted from the
primary studies? (e.g. all text under the headings “re-
sults/conclusions” were extracted electronically and
entered into a computer software).

� “Full-paper”-analysis assumed as default. Expect indication of
single/multi extraction vs. shared extraction and statements
regarding disagreements if multi extraction. Expect characterisation
of extracted data. � Distinction between data extraction/collection,
coding, data annotation, and data generation; added “partial”
options for implicit extraction in case of synonym usage/vague
terminology. � 2× yes, 29× partial (7× implicit terms but all details,
10× implicit terms and missing details, 12× explicit extraction but
missing details), and 2× no

The application column notes discussions (�) and when/how items were re-interpreted (�), as well as resulting scores
(�). The checkmark (�) indicates that an item was applied without modification. The review process domain is denoted
by the abbreviation and a coloured circle, for easier reference between the different tables throughout the article.
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Table 7. Categorization of PRISMA Items Based on the AS Review Process Domain (for the ENTREQ Items
of This Domain, Refer to Table 9)

○ AS: Analysis and Synthesis, PRISMA–Part 1

Item Description (from [108, 142]) Modifications/Discussions and Scores

P12. Effect
measures

Specify for each outcome the effectmeasure(s) (e.g.
risk ratio, mean difference) used in the synthesis
or presentation of results.

� Application in reviews that do not explore effect on
outcome; coded it literally, note need for new item. “Yes” for
clear effect size measures e.g., in meta-analysis, “partial” for
informal, aggregate specifications of effect sizes. � 2× yes, 2×
partial, and 20× no

P13a. Synthesis
methods (a)

Describe the processes used to decide which stud-
ies were eligible for each synthesis (e.g. tabulating
the study intervention characteristics and compar-
ing against the planned groups for each synthesis
(item #5: eligibility criteria)).

� Single- vs. multiple-synthesis review; decision based on
screening criteria (P5) for single-synthesis vs. requires
additional criteria for split into subsyntheses “partial” if
eligibility for sub-synthesis unclear to coders. � Synthesis
identification. � 17× yes (13× only implicitly: 9× implicitly
understood as one synthesis and 4× as synthesis split), 6×
partial, and 1× no

P13b. Synthesis
methods (b)

Describe anymethods required to prepare the data
for presentation or synthesis, such as handling of
missing summary statistics, or data conversions.

� Also accept discussion of other classification challenges.
Scored data annotation in labelling/coding/categorization as
“partial.” � Definitions of data conversion. � 13× yes, 6×
partial, and 5× no

P13c. Synthesis
methods (c)

Describe any methods used to tabulate or visually
display results of individual studies and syntheses.

� Re-interpreted: Are figures/tables clear, and is there at least
one presenting results-related information. � 22× yes, 2×
partial, and 0× no

P13d. Synthesis
methods (d)

Describe any methods used to synthesize results
and provide a rationale for the choice(s). If meta-
analysis was performed, describe the model(s),
method(s) to identify the presence and extent of
statistical heterogeneity, and software package(s)
used.

� Analysis vs. synthesis considered synonymous for this item.
� Level of detail required for synthesis description and
rationale; required specification beyond “coding.” � 5× yes (2
meta-analysis, 3 other); 14× partial (1 meta analysis no
rationale, 1 other but only some descriptions/rationale, 12 other
and no rationale); and 5× no

P13e. Synthesis
methods (e)

Describe any methods used to explore possible
causes of heterogeneity among study results (e.g.,
subgroup analysis, meta-regression).

� Non-statistical heterogeneity; did not count it. � 1× yes, 2×
partial, and 21× no

P13f. Synthesis
methods (f)

Describe any sensitivity analyses conducted to
assess robustness of the synthesized results.

�. � 1× yes, 0× partial, and 23× no

P17. Study
characteristics

Cite each included study and present its charac-
teristics.

� Citation metadata vs. study characteristics; require 2+
content characteristics for “yes.” Accepted external sources e.g.,
supplementary materials. � 6× yes (2× in paper, 4× outside),
8× partial (4× in paper, 4× outside), and 10× no

P19. Results of
individual studies

For all outcomes, present, for each study: (a) sum-
mary statistics for each group (where appropriate)
and (b) an effect estimate and its precision (e.g.
confidence/credible interval), ideally using struc-
tured tables or plots.

� Item label vs. description mismatch (studies vs. outcomes);
followed description (outcomes). First item half: descriptive,
percentage, and absolute reporting count for summary
statistics. � 3× yes, 20× partial, and 1× no

P20a. Results of
syntheses (a)

For each synthesis, briefly summarise the char-
acteristics and risk of bias among contributing
studies.

� Single- vs. multiple-synthesis review; combination of P17
and P18 vs. requires additional summaries for subsyntheses.
� 2× yes, 12× partial, and 10× no

P20b. Results of
syntheses (b)

Present results of all statistical syntheses con-
ducted. If meta-analysis was done, present for
each the summary estimate and its precision (e.g.
confidence/credible interval) and measures of sta-
tistical heterogeneity. If comparing groups, de-
scribe the direction of the effect.

� Require effect size and direction reporting. Descriptive
statistics, percentages and absolute reporting scored as “partial.”
� Definition of statistical synthesis; reviews that identify as
“meta-analysis” but aren’t. � 3× yes (2× meta-analysis, 1×
other), 19× partial (15× only descriptive, 4× incomplete
inferential), and 2× no

…

The final column notes discussions (�) and when/how items were re-interpreted (�), as well as resulting scores (�). The
checkmark (�) indicates that an item was applied without modification. This table is continued in Table 8. The review
process domain is denoted by the abbreviation and a coloured circle, for easier reference between the different tables
throughout the article.
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Table 8. Categorization of PRISMA Items Based on the AS Review Process Domain (for the ENTREQ Items
of This Domain, Refer to Table 9)

○ AS: Analysis and Synthesis, PRISMA—Part 2

Item Description (from [108, 142]) Modifications/Discussions and Scores

…

P20c. Results of
syntheses (c)

Present results of all investigations of possible
causes of heterogeneity among study results.

�. � 1× yes, 2× partial, and 21× no

P20d. Results of
syntheses (d)

Present results of all sensitivity analyses con-
ducted to assess the robustness of the synthesized
results.

�. � 1× yes, 0× partial, and 23× no

P23a. Discussion
(a)

Provide a general interpretation of the results in
the context of other evidence.

� Require references in discussion section. � Papers that mix
results and discussion/interpretation; we coded these as
“partial.” � 21× yes, 2× partial, and 1× no

P23d. Discussion
(d)

Discuss implications of the results for practice,
policy, and future research.

� Interpreted “practice, policy, and future research” as “at least
two separate domains, e.g., researchers and practitioners, or
theory vs. practice. This item also requires “explicit
recommendations” [109]; we accepted implicit
recommendations as well. � Distinction between implicit and
explicit recommendations. � 14× yes, 9× partial, and 1× no

The final column notes discussions (�) and when/how items were re-interpreted (�), as well as resulting scores (�). The
checkmark (�) indicates that an item was applied without modification. This is a continuation of Table 7. The review
process domain is denoted by the abbreviation and a coloured circle, for easier reference between the different tables
throughout the article.

Fig. 9. Families of review types according to Sutton et al. [139].
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Table 9. Categorization of ENTREQ Items Based on the AS Review Process Domain (for the PRISMA Items,
Refer to Table 7 and Table 8)

○ AS: Analysis and Synthesis, ENTREQ

Item Description (from [108, 142]) Modifications/Discussions and Scores

E2. Synthesis
methodology

Identify the synthesis methodology or theoretical
framework which underpins the synthesis, and
describe the rationale for choice of methodology
(e.g., meta- ethnography, thematic synthesis, crit-
ical interpretive synthesis, grounded theory syn-
thesis, realist synthesis, meta-aggregation, meta-
study, framework synthesis).

� Analysis vs. synthesis considered synonymous for this item.
� Distinction between “identify” here vs. “describe” in P13d.
� 0× yes, 28× partial (17× identification without rationale, 1×
no identification but description with rationale, 10×
description without rationale), and 5× no

E8. Study
characteristics

Present the characteristics of the included stud-
ies (e.g., year of publication, country, population,
number of participants, data collection, method-
ology, analysis, research questions).

� Distinction between paper-related and
content/study-related; required 2+ of the latter for “yes” to
match P17. Accepted external sources e.g., supplementary
materials. � 8× yes, 9× partial, and 16× no

E15. Software State the computer software used, if any. � Uncertainty what stage this refers to (e.g., data
extraction/analysis/other stage); accepted specific software
mention for any stage. � 12× yes, 0× partial, and 21× no

E16. Number of
reviewers

Identify who was involved in coding and analysis. � Coding vs. analysis considered synonymous for this item.
Did not require specific identification (“two coders” is enough).
� 8× yes, 14× partial, and 11× no

E17. Coding Describe the process for coding of data (e.g., line
by line coding to search for concepts).

� Require type of coding, indication of inductive/deductive,
and code examples for “yes”. Do not require number of
reviewers for this “process” item as covered by E16. � 5× yes,
17× partial, and 11× no

E18. Study
comparison

Describe how were comparisons made within and
across studies (e.g., subsequent studies were coded
into pre-existing concepts, and new concepts were
created when deemed necessary).

� Accepted mentions of iterating, grouping/clustering,
pattern-finding as part of the coding/analysis/synthesis
methodology for “partial”. � What counts as clear description
of study/paper comparison. � 7× yes, 18× partial, and 8× no

E19. Derivation
of themes

Explain whether the process of deriving the
themes or constructs was inductive or deductive.

� Accepted also descriptions of theme-like constructs without
explicit mention of themes for “partial”. � 9× yes, 9× partial
(3× themes mentioned but process unclear, 6× unlabelled
themes), and 15× no

E20. Quotations Provide quotations from the primary studies
to illus- trate themes/constructs, and identify
whether the quotations were participant quota-
tions of the author’s interpretation.

� No participant quotations; ignored second item half.
Accepted use of quotations in general (without connection to
themes) for “partial”. � Distinction between actual quotation
and quotation marks for emphasis; did not count single-word
quotations. � 5× yes, 19× partial (theme connection unclear),
and 9× no

E21. Synthesis
output

Present rich, compelling and useful results that
go beyond a summary of the primary studies (e.g.,
new interpretation, models of evidence, concep-
tual models, analytical framework, development
of a new theory or construct).

� Required clear new framework, taxonomy, model, or
construct for “yes”; coded less clear forms of knowledge as
“partial” (recommendations, guidelines, implications, design
considerations, lessons learned, …) � Definitions of “go[ing]
beyond a summary” and “rich, compelling and useful”. � 7×
yes (6× framework or similar; 1× framework or similar +
living document, 15× partial (13× recommendations or similar;
2× living document), and 11× no

The final column notes discussions (�) and when/how items were re-interpreted (�), as well as resulting scores (�). The
review process domain is denoted by the abbreviation and a coloured circle, for easier reference between the different
tables throughout the article.
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Table 10. Categorization of PRISMA Items Based on the ROB Review Process Domain (no ENTREQ
Were Applicable)

○ ROB: Risk of Bias in Synthesis

Item Description (from [108, 142]) Modifications/Discussions and Scores

P14. Reporting
bias assessment

Describe any methods used to assess risk of bias
due to missing results in a synthesis (arising from
reporting biases).

� Expanded statement [109] expects reporting of number of
reviewers involved in assessing risk of bias; we ignored this
aspect for this item. � Considered broadening item to quality
assessment in general; decided against it as it specifies the type
of risk of bias. � 1× yes, 1× partial, and 22× no

P15. Certainty
assessment

Describe any methods used to assess certainty
(or confidence) in the body of evidence for an
outcome.

� Interpreted risk of bias for this item more broadly; accept
any quality assessment. Based on [109], we require process
information (number of reviewers and how disagreements
were resolved). � Confidence intervals and p values; count
only as “partial” unless framed in the context of quality or bias.
� 2× yes, 1× partial, and 21× no

P21. Reporting
biases

Present assessments of risk of bias due to missing
results (arising from reporting biases) for each
synthesis assessed.

� Considered broadening item to quality assessment in
general; decided against it as it specifies the type of risk of risk
(and to match P14). � 1× yes, 0× partial, and 23× no

P22. Certainty of
evidence

Present assessments of certainty (or confidence)
in the body of evidence for each outcome assessed.

� Accept aggregate quality assessment for “yes”; accept for
confidence intervals only when framed in context of
trust/certainty/confidence or quality/risk of bias. � 1× yes, 2×
partial, and 21× no

P23b. Discussion
(b)

Discuss any limitations of the evidence included
in the review.

� Require explicit label of limitation (section header, terms
“limitation”, “limiting” or synonym. Implicit limitations
addressed in discussion/reflection coded as “partial.” � 9× yes,
11× partial, and 4× no

P23c. Discussion
(c)

Discuss any limitations of the review processes
used.

� Require limitations addressal of at least two parts of review
procedure (e.g., search/selection and analysis/synthesis).
Require explicit limitation to match P23b. � 6× yes, 11×
partial, and 7× no

P25. Support Describe sources of financial or non-financial sup-
port for the review, and the role of the funders or
sponsors in the review.

� Would have accepted statements of non-support in line with
E&E paper [109]. Required rough implication of type of support
for “yes.” � 16× yes, 4× partial, and 4× no

P26. Competing
interests

Declare any competing interests of review au-
thors.

� More broadly interpreted “competing interest” than the
examples listed in the E&E paper [109]. � Noted inclusions of
authors’ own work in review corpus and whether this was
addressed; but did not code it. � 1 yes, 0× partial and 23× no

The final column notes discussions (�) and when/how items were re-interpreted (�), as well as resulting scores (�). The
review process domain is denoted by the abbreviation and a coloured circle, for easier reference between the different
tables throughout the article.
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Table 11. Categorization of PRISMA Items Based on the MISC Review Process Domain (no ENTREQ
Were Applicable)

○ MISC: Miscellaneous/Uncategorized

Item Description (from [108, 142]) Modifications/Discussions and Scores

P1. Title Identify the report as a systematic review. � E&E paper requires this to be in the title; identifications in
abstract were coded as “partial.” We ignored requirement in
E&E paper [109] on providing key information on main
objective. � 8× yes, 5× partial, and 11× no

P2. Abstract PRISMA 2020 Abstracts checklist [106] � Impossible given CHI’s abstract length restrictions; decided
against interpreting item to apply across whole paper, i.e.,
coded literally. � 0× yes, 0× partial, and 24× no/not applicable

P24a.
Registration and
protocol (a)

Provide registration information for the review,
including register name and registration number,
or state that the review was not registered.

� General mentions of using PRISMA as a protocol were not
counted; item refers to a priori protocols developed for specific
review. � 0× yes, 0× partial, and 24× no

P24b.
Registration and
protocol (b)

Indicate where the review protocol can be ac-
cessed, or state that a protocol was not prepared.

� Same as P24a: General mentions of using PRISMA as a
protocol were not counted; item refers to a priori protocols
developed for specific review. � 0× yes, 0× partial, and 24× no

P24c.
Registration and
protocol (c)

Describe and explain any amendments to infor-
mation provided at registration or in the protocol.

� Also accepted any indications of changes to planned review
procedure (even without protocol) for “partial.” � 0× yes, 2×
partial (no registration/protocol but changes explained), and
22× no

P27. Availability
of data, code, and
other materials

Report which of the following are publicly avail-
able and where they can be found: template data
collection forms; data extracted from included
studies; data used for all analyses; analytic code;
any other materials used in the review.

� Focused on supplementary materials and appendix; ignored
in-manuscript tables. Require each of the materials specifically
mentioned for “yes” (“template data collection forms; data
extracted from included studies; data used for all analyses;
analytic code”). Coded some materials being provided, or
statements of that materials would be available upon request,
or intent to provide materials (e.g., broken link to external data)
as different “partials.” � 0× yes, 10× partial (7× some material;
1× on request; 2× intent but broken access), and 14× no

The final column notes discussions (�) and when/how items were re-interpreted (�), as well as resulting scores (�). The
review process domain is denoted by the abbreviation and a coloured circle, for easier reference between the different
tables throughout the article.
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Table 12. Basic Descriptive Statistics for Review Papers in Our Main Corpus Analysis for This
Paper (n = 41)

Variable Descriptive Summary

Median Interquartile Range Range

Number of Authors 4 3–5 1–11
Range of Years Covereda 11 6.5–19.25 1–38
Number of Papers in Each Corpusb 100 60–270 25–2,768
Number of Papers in Initial Searchc 597.5 323.5–2,038.5 164–64,249

Papers by Country of University Affiliations United States of America: 17
United Kingdom: 8
Denmark, Germany: 7
Australia: 5
Sweden, Switzerland: 4
Canada, Finland: 3
Austria, France: 2
China, Cyprus, Ireland, Netherlands, Portugal, Qatar: 1

Papers that Received an Award (39%)d Honourable Mention: 15
Best Paper: 1

aRange only explicitly determinable for 24 corpus papers, i.e., 58.54%.
bNumber only explicitly determinable for 37 review papers, i.e., 90.24%.
cNumber only explicitly determinable for 34 review papers, i.e., 82.93%.
dThis was 36% for the 50 papers in the initial corpus (literature and non-literature) with 16 honourable mentions and 2
best papers.

ACM Transactions on Computer-Human Interaction, Vol. 31, No. 5, Article 57. Publication date: November 2024.



57:46 K. Rogers et al.

Table 13. Non-Exhaustive List of Resources for Broadest Level Review Types

Broad Review Types Protocol Conduct Appraisal of Units of Anal-
ysis

Reporting

Quantitative SRs PRISMA-P [98] (also endorsed
by JBI [6, Ch.1.3]), PROS-
PERO [14], COCHRANE
MECIR C1-C23 (and formerly
PR1-PR44—now retired) [56],
NIRO-SR [144, Pt. A] …

JBI [6] , in usage though not
intent: PRISMA 2020 [108], …

[74, Appx. A], CONSORT
[128], STROBE [148], CASP
[119], [26, p.4], …

PRISMA 2020 [108]a , QUO-
RUM [99], NIRO-SR [144,
Pt. B], …

Qualitative SRs JBI [6, Ch. 3.6], … JBI [6, Ch. 3.7], … Kmet et al. [74, Appx. B],
CASP [119], COREQ [143],
JBI [6, Appx. 3.1], …

ENTREQ [142]a , …

Mixed methods SRs JBI [6, Ch. 8.4], … JBI [6, Ch. 8.5], … pick from the 2 cells above JBI [6, Ch. 8.5]

Umbrella reviews JBI [6, Ch. 9.2] , … JBI [6, Ch. 9], … ROSES [52], AMSTAR [130],
AMSTAR 2 [131], ROBIS
[150], MOOSE [138], JBI [6,
Appx. 9.1], PRISMA 2020
[108] / ENTREQ [142])a , …

JBI [6, Ch. 9.3], PRIOR [41] ,
…

Scoping reviews Peters et al. [112], JBI [6, Ch.
10.2], …

Arksey and O’Malley [4],
Levac et al. [85], …

some of the qualitative ap-
praisal methods may be appli-
cable

PRISMA ScR [145], Scoping
Review Checklist (SCR) [29],
JBI [6, Ch. 10.3]

aAs discussed in the paper, while PRISMA and ENTREQ are intended as guidelines for reporting quality, we
applied them as critical appraisal tools due to the nature of our research questions (i.e., reporting quality as the
focus of our appraisal), and as the other tools for appraisal of systematic reviews as units of analysis are too
specialized to cover the variety of studies and reviews encountered in HCI. Further, PRISMA is notably often
referred to as guidance for how to conduct reviews, although it was designed for guidance on reporting.
Readers should note that some resources are intended only for specific subtypes of the broader review types listed
(e.g., PRISMA is intended for interventional research questions and meta-analyses). Additionally, we recommend
the more extensive list of resources (including software tools) curated by Marshall and Sutton and maintained by
the Evidence Synthesis Group (Newcastle University) and the School of Health and Related Research (University
of Sheffield) [93].
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