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Abstract

This paper addresses a question posed by Carmen Chicone and proves that an analytic vector field with a
non-degenerate global center can be transformed into a classical Newtonian equation ¥ = —V/(x).
Additionally, we establish a global Poincaré normal form for planar centers. We also demonstrate the
global analytic integrability of the equation ¥ = F(u, i), where F (1, v) = F (u, —v), under some additional
conditions.
© 2024 Elsevier Inc. All rights are reserved, including those for text and data mining, Al training, and
similar technologies.

1. Introduction

In this paper we give an answer to the following question in the last paragraph of [4]:
If the differential equation

= P(u,v)
v=0(u,v)
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has a center at the origin surrounded by a region R consisting of periodic orbits, when is there
a change of coordinates defined on R such that in the new coordinates the differential equation
is in Hamiltonian form with Hamiltonian

y2
H(x,y)= 5 +V(x)?

The region R is termed as the period annulus of the center. A center is non-degenerate if the
vector field’s linearization at equilibrium has a non-zero determinant. We always assume that the
center is located at the origin. Theorems 1.1 and 1.2 provide an answer to Chicone’s question
when the center is non-degenerate.

Theorem 1.1. Suppose the real analytic vector field X (u, v) = P(u, v)d, + Q(u, v)d, has a non-
degenerate center. For a periodic orbit y in the center’s period annulus, let D, denote the open
disk bounded by y . There exists an analytic change of variables A(u, v) = (x, y) for (u,v) € D,,
so that in the new variables, X (x,y) = ydy — V’(x)ay.

Theorem 1.2. Suppose that X (u, v) (real analytic) has a non-degenerate global center, meaning
the period annulus is R*> — (0, 0). An analytic diffeomorphism exists,

A:R?>—> (—a,a) xR with 0<a<oo and A(u,v)=(x,y),
so that in the new variables,
X(x,y)=yd — V'(x)dy.

Before proving Theorems 1.1 and 1.2, we establish an auxiliary theorem of interest: a global
version of Poincaré’s local normal form [20].

Theorem 1.3 (Global Poincaré normal form). Assume that the real analytic vector field

X(u,v) = P(u,v)o, + Q(u,v)d, has a non-degenerate center. An analytic change of vari-

ables exists from the period annulus to a disk such that in the new variables, X(q, p) =
2 2

Q(4 erp )(pdg — qdy), with Q@ > 0. If the period annulus is R* — (0,0), the change of vari-

ables is from R? to R2.

We could not locate a written proof of this theorem, although it is an anticipated result, and a
proof might already exist. If the vector field X is expressed in Hamiltonian form, which is possi-
ble after identifying a global integrating factor, then the theorem results from the construction of
“action-angle variables” (see [8], Section 6).

Consider the second-order equation

ii=F(u,u), where F(u,v)=F(u,—v),

and F : R? — R is analytic. F can be expressed as F(u,v) = f(u,v>/2), where f :R?> - R
(see [11], Theorem 6.1.3). Consider the following system of ordinary differential equations:
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u=v,
b= f(u,v?/2), (1.1)
and the associated vector field
X (u,v) = v, + f(u,v2/2)d,. (1.2)

Dividing the two components of X yields

. 2 2
v ,v/2 dv-/2
O SR VTR ),
u v du
which leads to the definition of another vector field
Wu,z) =0, + f(u,2)d;, (1.3)

where z € R replaces the variable v?/2.

The flow of W is complete if all solutions of the corresponding differential equation are de-
fined for all # € R. The following theorem, which is a minor extension of Theorem 1.1 in [21], is
presented:

Theorem 1.4. Let X (u,v) = v, + f(u, v2/2)8M be an analytic vector field. Assuming that
the flow of W(u,z) = 9, + f(u,z)0; is complete, there exists an analytic change of variables
®(u, v) = (u, p) onto R2 such that in the new variables:

X(u, p)=a(u, p)(pau - G’(u)ap), with a(u,—p) =a(u, p). 1.4

Theorem 1.4 asserts that, barring time parameterization, the vector field X is equivalent to the
same type of vector field pd, — G’(1)d,, as presented in Theorem 1.2.

These findings build on a substantial body of prior work. The following references are recom-
mended for further reading. For results on global centers for polynomial systems, see [14] and
references therein. For the relationship between non-degenerate centers and reversibility, refer to
[26] and for degenerate centers and reversibility, see [9]. For the intricate relationship between
degenerate centers and analytic integrability, consult [3] and references therein. For isochronous
centers, see [16], [2], and references therein. For the period function and its relation to partial
differential equations, refer to [25], and for the variation of the period function, see [24] and
references therein. Some of the questions examined in this paper are also explored in the Ph.D.
Thesis (in Portuguese) of one of the authors (FISN) using different mathematical tools, particu-
larly a theorem in [10]. The thesis contains many examples but the transformations of variables
between the several vector fields are less regular than here.

The organization of this paper is as follows:

In Section 2, we provide a proof for Theorem 1.3.

In Section 3, we present a proof for Theorem 1.2.

Most of the mathematical concepts utilized in this paper are standard, with the exception of
the part extending from Proposition 3.1 to the end of Section 3. This section is dedicated to the
construction of a diffeomorphism that displaces the periodic orbits of the vector field X, which
is our key idea. The principal contribution of this paper is Theorem 1.2.
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In Section 4, we sketch the proof of Theorem 1.4. The proof resembles that of Theorem 1.1
in [21], thus we only highlight some points pertaining to the analyticity and the domain of the
transformation of variables.

Section 5 concludes the paper, where we discuss the motivations for Ragazzo [21] and propose
questions.

2. Proof of Theorem 1.3

We will prove Theorem 1.3 in the case where the period annulus is R? — (0, 0). The proof for
other cases is essentially the same.
After a linear change of variables, we can assume that

Xw,v)=Pu,v)d, + Q(u,v)d, = (a)v +. ..)Bu — (wu + . ..)BU, 2.5)

where @ > 0 and the dots represent terms of quadratic order.

We denote the flow operator of the vector field X as ¢;(u, v) = (¢>1,(u, v), ¢ (u, v)). The
functions ¢ and ¢, are analytic for all variables (z, u, v).

Let T (u, v) represent the period of the orbit that begins at (u, v) € R2 — (0, 0). We extend the
period function to the origin defining 7'(0, 0) = 27 /w. As a consequence of a Theorem due to
Poincaré [20], this extension is analytic everywhere (see also [27], Proposition 3.1). Note that T
is a first integral of X.

We denote I (4, v) as the Euclidean area inside the periodic orbit that begins at (u, v), i.e.,

T (u,v)
1 1
I(u,v>=g5ﬁudu=—g / G116, V) (D1, (0, V). oy, V)i . (26)

0

The negative sign in front of the integral results from the clockwise orientation of the periodic
orbits, which opposes the usual orientation of the boundary of a disk. Given the analyticity of
the functions used in the definition of 7, I is also analytic on R%. As the orbits of X are almost
circular near the origin, we obtain

u2+v2

I(u,v)= + higher order terms. 2.7
Note that / is not the “action variable” Arnol’d [1] associated with the vector field X, because in
general, d (L xdund v) is not zero, i.e., there is no Hamiltonian function H such that txdu Adv =
d H. However, the area function [ is a first integral of X.

Let Y(u,v) = VI = (3,1)d, + (3,1)9, be the Euclidean gradient vector field of /. Each
integral curve of Y is asymptotic to the origin as t — —o0, and intersects each periodic orbit of X
exactly once. Furthermore, there always exist regular analytic curves through the origin such that
each open half-branch of the curve is a gradient trajectory. This holds even when the equilibrium
is degenerate [19]. After applying a rigid rotation to the coordinates (u, v), any integral curve of
Y close to the origin can be described by a graph u — v tangent to the u-axis:

u—>v:h(u):aouk+a1uk+1...:ukx(u), 2<k<o0, 2.8)
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where x (1) =ap + azu + ... is analytic.

We denote by y. the curve given by the trajectory of Y, for t € (—o0, 00), that starts at
(u, h(u)) with u > 0. Similarly, we define y_ as the trajectory that starts at (u, h(u)) with u < 0.
We denote y = y— U (0, 0) U 4 as the analytic arc that extends infinitely in both directions.

Proposition 2.1. The curve y = y_ U (0,0) U y can be parameterized by an analytic function
B : (—00, 00) — R? such that: (0) = (0, 0), B(0) = (1,0), and

r2

TofB(r)= TR 2.9
Let y (r) be the periodic orbit corresponding to the parameter r. The definition of I in equa-
tion (2.6) implies

1 2
Ioﬁ(r):§ / du/\dv:%:' / du ndv=mr>. (2.10)

Dy (r) Dy (r)

Therefore, r is the radius of a circular disk with the same area as the topological disk bounded
by the periodic orbit y (r).

Proof. To prove this proposition, we rescale the vector field Y restricted to ¥ as follows:

21WV—1’|2 if  (u,v) € vy

Y(u,v)= (2.11)
—~/21 |VVII|2 it (u,v)ey-
We denote by r the parameter of the integral curves of Y. On y,,
d 4 vi.y
— V2= =—"=1 (2.12)
dr V21 V21

and on y_, % 21 =—1.
The vector field Y in the coordinates u determined by the graph u — v in equation (2.8) is
given by 943, with

d 0l
Y TR

dr |1,{| m s for u 75 0 small. (213)

v=uk y ()

Usingthatkz2and1(u,v)=#+...>0f0ru#0,weobtain

u?

I u x @) = = (1+ Ri@), V1@, u* x@)P =u?(1+ Ro@),

and &, (u, u* x () = u(1+ R3(w)),
where R|, Ry, and Rz are analytic functions of order O(|u|). The substitution of these relations
into equation (2.13) gives
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v | P
v(—r) B v(=r)

8(r) >0 d(r) <0
u q
S~ q
P

v(r)

v(r)

Fig. 1. The elements used in the construction of the curve «(r).

du . 1+ R3(u)
= e riw). 2.14)

Therefore, the vector field ¥ on y extends analytically to u = 0 with the value 4 = 1. If
B :R — R? is the solution to § =Y o B with (0) = (0, 0), then S(0) = (1,0) and equation
(2.12) implies I o B(r) = r2/2, as we aimed to demonstrate. [J

Let T o B(r) represent the period of the orbit of X (u, v) through (). The function T o 8 is

. 2 . .
even because T is constant on the level sets of 7 and 7 o B(r) = ’7 As T o B(r) is analytic, we
can define an analytic function t such that

w(r):=T o B(r). (2.15)
Theorem 1.3 follows from the following lemma:

Lemma 2.1. An analytic change of variables ®(u, v) = (g, p) exists that transforms X (u, v) =
2 2 2 2 2 2
P (u, v)d, + Qu, v)dy into QL) (pdy — qd,), where Q(LFE) =27 /1 (L5E).

Proof. Let ¢, and v, be the flow functions of the vector fields X (1, v) and Q(qz'gp 2)( POy —
qap), respectively. Let v(r) > 0, r # 0, be the time to transition from S(r) to B(—r), namely
Puviry 0 B(r) = B(—r), with v(r) + v(—r) = t(r), see Fig. 1. We define

_ 3~ () v(=r)—v(r)

5 ; (2.16)

As v is analytic for r # 0, 6 (r) is also analytic for r 7 0. The function §(r) = —§(—r) is odd and
181 < £
Let « : R — R? be the curve on the (¢, p)-plane, given by (see Fig. 1):

(g(r), p(n) =a(r) := Y5 (1, 0). (2.17)
This curve is analytic for r # 0.
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v P

§ Br: Psr — Par
o (wpe—t s @pe—

Fig. 2. Construction of Bg.

Considering the flow expression

[ cos@n) sinn) ][ q o (P
wf(q,p)—[_sm(m) cos(szr)][p]’ sz_sz< 5 > (2.18)

and the properties of §(r), we have:

¢ +p*r) _r?

q(r)=—q(=r), p(r) = p(=r), and 7 5 O (2.19)
We begin the construction of ® by imposing
Do) =ar). (2.20)

To extend this definition to the plane, we define Pgg as {(u,v) € R2} — {B(r) : r <0} and
Pgy as {(u,v) e R?} — {B(r) : 7 > 0}

For a specific point (u,v) in Pgg, we determine tg(u,v) as the value of time at which
G, v) = B(ry), r+ > 0, and ¢;(u,v) € Pgg for all t € (0,7g) (see Fig. 2). Note that
tg: Pgr — Ris C* and

—v(ry) <tr(u,v) <v(-rq). 2.21)
Similarly, for a specific point (u, v) in Pg;, we determine 77 (#, v) as the value of time at
which ¢, (u,v) = B(r-), r— <0, and ¢, (u,v) € Pgy, for all t € (0,1.) (see Fig. 3). Note that
tr: Pgr — Ris C” and

—v(ro) <tp(u,v) <v(-r_). (2.22)

We then define the analytic map g : Pr — R? as (see Fig. 2)
(g, p) =Bru, v) ==V _1pu,v) © P O Prg(u,v)(u,v). (2.23)
The definition of «(r) implies that v, o a(r) # a(—r) for all —v(—ry) <t < v(r4). Given
this, and considering equation (2.21), we can infer that Sr(u, v) does not intersect the curve
{a(r) : r < 0} for any value of (u, v) € Pgy. By defining Py as {(g, p) € R2} — {a(r) : r <0},

we can conclude that Bg : Psgr — Pyr.
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Br: Par, — Par

(u,v)

Fig. 3. Construction of £y, .

To construct the inverse of Bg, we let (g, p) € Pyr and denote (g, p) as the time value for
which ¥7 (¢, p) = a(ry), r+ > 0, and ¥ (g, p) € Pur for all 7 € (0, fr). Given that tg(u, v) =
fr o Br(u, v), we derive:

D—igopr(u,v) © > 'o VioBru,v) © BrR, V) = (1, v),

implying that Bz (4. P) = & (4. © D" © Vg, @ P)-

Given that both g and its inverse are combinations of analytic functions, we can conclude
that Bg : Pr — Pg is an analytic diffeomorphism.

For a specific point (u, v) in Pgr, we define 77 (u, v) as the time value such that ¢, (u, v) =
Br=), r— <0, and ¢, (u,v) € Pgy for all ¢ € (0,7.). We then define Py as {(q, p) € R2} —
{a(r) : r = 0} and similarly establish the analytic diffeomorphism B, : Pg; — P,y as depicted
in Fig. 3:

(g, p)=BrL(w, p) = Ip—tL(u,v) odo ¢IL(u,v)(ue v).

We claim that the two mappings Bg and B, agree in Pgy N Pgg. Indeed, if (u, v) is a point
where tg (1, v) > 0, then tg (u, v) — 11, (4, v) = v(—r4) = v(r—), and we deduce that:

Br(u, v) = Y—_izu,v) © P 0 Pryu,v) (4, v)
= I/fftL(u,v) o 1/ffv(r_) o®o ¢v(r_) o ¢tL(u,v) (u,v)
=V_ir.u,v) © PO P uw)(u,v) =Pr(u, v).
The same reasoning applies to a point (u, v) with ¢ (4, v) < 0, verifying that Sz and 1, coincide

in Pgr N Pgg.
We define the global homeomorphism @ onto R? as follows:

Br(u,v) if (u,v) € Pgr
D, v) =19 Brm,v) if (u,v)e€ Py
(0,0) if (u,v)=1(0,0).

This is the aimed extension of ® from the curve 8, as given in equation (2.20), to the whole
plane.
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Fig. 4. In general r # ry, which shows that ® # ;.
For (u, p) € Pgg and sufficiently small times 7, g o ¢; (u, v) =tg(w, p) — t and we have

Br o (1, V) =V _tp0¢,(u,v) © Prrod, (u,v) © Pr (U, V) = Vi sp(u,v) © Grp (1, V) =Yy 0 BR.

The same is valid in Pg; . This leads to the following equation:

2 2
Q <q erp ) (pdg —qdy) = (DD X 0 &~
which is applicable on R? — (0, 0).

Our next step is to demonstrate the analyticity of & at the origin. A theorem by Poincaré
[20] and Liapounoff [13], see e.g. Manosas and Villadelprat [15], asserts that there exists an
analytic change of variables (g1, p1) = ®1(u, v), defined near the origin, that transforms ¢, into
the normal form:

| cos(R11)  sin(211) q1
é1:(q1, p1) = [_Sin(gm cos(le)} [pl] , (2.24)

2 2
where Q1 = @ (q‘Jer‘). Generally, ®; does not coincide with ® (see Fig. 4). We will subse-
quently show that if & # &, it is possible to transform @ into another normalizer that matches
D.
2 2
The function WTP‘ o @ o B(r) is even because I o B(r) =r?/2, and ®; maps level sets of
2 2 - 2 2
I into level sets of qlJerl. Therefore, there exists an analytic function & such that q‘Jer‘ o®d;o
B(r) =E(r2/2). AsE(0) =0, E(r2/2) > 0 for r # 0, and D®; is non-singular at the origin, there
2 2
exists an analytic function & near zero such that ‘]‘JFTpl o®iof(r)= gé‘ (r2 /2) and & (r2 /2) > 0.

Equation (2.19) implies that quz”’z odoBr) = % If ég(rz/Z) #r2/2, then ®; cannot
coincide with @ near zero.
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We start by defining a change of variables as follows:

2+r2\\"°
h1(qa, p2) = [Zﬂ = (é( = 2)) [Zﬂ (2.25)

This change leaves the Poincaré normal form (2.24) invariant, resulting in:

o | cos(201)  sin(Q21) q2
$2:(q2, p2) :==hy o1 ohi(q2, p2) = [_ §in(S21) COS(ta)] [Pz (2.26)
q2+p2 . . . . .
where Q) = Q | =5~ ) is analytic. Equation (2.25) implies
2, 2 2, .2\ 24 2
qi +p g, +py\q;+p _
%=(s( = 2) = 2>oh g1, p1) (2.27)

We then define the local change of variables ®>(u, v) = (q2, p2) by &2 = h]_1 o ®;. With
these variables, the flow ¢, is presented in equation (2.26).
The curve 8 in the new coordinates is

(q2(r), p2(r)) = @20 B(r) =hi" 0 D10 B(r). (2.28)

Equation (2.27) then leads to

B0 + P30, <q§<r) - pg(r)) _ (q% 03, (q% + p%) ) ol oy 0 B0)

2 2 2 2

2 2 2
qi +p r
= S0 P10 () = 55(r7/2).
2 2
Because r — ;é(r2/2) increases for r > 0, we get

2 2 2 2 2
q5(r) er () _ 4 szl’z o ®y 0 B(r) = % . (2.29)

So, ® and ®, map the periodic orbit y (r), starting at B(r), to circles of radius r in the
(g, p) and (g2, p2) planes, respectively (see Fig. 5). Therefore, 2, (r2/2) =Q (r2 /2), making
the expressions of ¢, and v, identical.

Even though a)(r) := (g2(r), p2(r)) = ®; o B(r) shares with a(r) the same property ex-
pressed in equation (2.29), these two curves are generally different (see Fig. 0).

Equation (2.29) implies

4% () +p3(r)

2 <2
dr2 ) 0 45 (0) + p5(0)
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\\\ (172 = hl'l o ®,
- =

P2

-

{

ro=7
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(g2, p2)

N

P1

!
/

/

q2
1

(q1,p1)
v

~

Q1

Ll]
|

Fig. 5. h;l maps a circle of radius r; to a circle of radius r, such that &, = hr] o @1 maps a circle of radius r onto a
circle of radius r.

P2

/g

q2

Fig. 6. In general the curves r — a(r) = ® o B(r) and r — ao(r) = P, o B(r) do not coincide, which implies ® # 5.

Thus, by using a rigid rotation of the coordinate system (g2, p2), we can always make
f—r(xz r) |r:0 = (1, 0). We will assume that this is the case.

Define
as the angle that the point (q2 r), pz(r)) makes with the horizontal axis. This function 6(r) is
analytic in a neighborhood of the origin, and 6(0) = 0.

We decompose 6 (r) into even and odd parts

pa(r)
q2(r)

6(r) = arctan <

0@r)+6(—r) " O(r)—6(—r)
2 2 '
0e(r2/2) 6o (r)

0@r) =

Both 6, and 6, are analytic.
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p3

a=aq3

q3

Fig. 7. The function k) was defined to eliminate the discrepancy observed in Fig. 6 between curves « and oy, i.e.,
a3 = hz_l o ay results in 3 = «.

Next, we define an analytic change of coordinates

ha (g3, p3) = [@} = [Cosee _Sinﬂ [‘B} , (2.30)

P2 sinf, cos0, p3

2 2 2 2 2 2

where 6, =6, (@) Since WT% = qﬁsz, the map h, commutes with the flow operator ¢y, =
Y.

Define the change of variables (g3, p3) = ®3(u, v) = hz_l o ®;(u, v) for (u, v) in a neighbor-
hood of the origin. ®3 is analytic. In the new variables, the flow operator is represented by v,

2 2

and £33 o d30 B(r) = 5.

Let (q3(r), p3 (r)) =a3(r) :=P308(r) = hz_l o a(r). Using that

|:q2(r)] _ |:cos9(r) —sin@(r)] |:r:| _ a3 (r) + p3(r) _ r2

pa(r) sinf(r) cos6(r) 0 2 2

and

N _ [ cosb.(r2/2)  sin.(r?/2) | [ q2(r)

[ps(r)} =hy (20), p2()) = [—sinee<r2/2> cosee(rz/z)] [pz(r)}

_[cos(0r) —6.(r?/2)) —sin(0(r) — 0.(r2/2)) | [ r

T Lsin(0(r) — 0e(r?/2))  cos (0(r) — 6.(r%/2)) | |0

_[eos(6.(r)) —sin(0o(M)) ] [r]_ [cos(6o(r))

~ Lsin(6,(r))  cos(B,(r)) | [0] T | sin(6,(m) |
we find

q3(r) = —q3(—r) and p3(r) = p3(=r). (2.31)
Therefore, a3(r) satisfies the same properties (2.19) as a(r). Since in the coordinates (g3, p3)
the flow ¢, is given by y, the definitions of v(r), and equations (2.16) and (2.17) imply that
a3(r) = a(r) (see Fig. 7) after the identification (g3, p3) = (g2, p2)-
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Finally, the identity ®3 o ¢y o @5 1 Yy =Pogo @~ and the definition of & restricted to
Pr in equation (2.23) imply that ®3 = & in a neighborhood of the origin. Since &3 is analytic,
® is analytic at the origin. O

3. Proofs of Theorems 1.1 and 1.2

The proof of Theorem 1.1 is similar to, and easier than, that of Theorem 1.2. In the following,
we present only the proof of Theorem 1.2.

Consider a Hamiltonian system with Hamiltonian function H = (y* + p2)/2 and symplectic
form o = W(p)dp Ady. Let Xy = ﬁ(yap - pay) denote the vector field associated with H

and o. Given that W(p)6 = y and, for an orbit with energy H =, y = £+/2n — p2, the period
of the orbit is

T v 7w
p . P .
To(=2 | —2_dp=4 | —2_dp. (3.32)
I V20— p? S V=@

Multiplying both sides of this equation by 1/4/2(E — 1) and integrating over n from zero to E,
then changing the order of integration in the double integral (first integrating on 7), and using the

E
fact that [ [(E —n)(n — p>/2)1~"/?dn =, we obtain
72/2
V2E . E -
V= [ v, (3.33)

S—

2 2(E—n)
0

Equation (3.32), where W is unknown, is referred to as the Abel equation in honor of N. H. Abel,
who solved it in 1823.

Given that H = (y? 4+ p?)/2, the periodic orbits in the plane (p, y) are circular. In this case,
the parameter r defined in Proposition 2.1 is the radius of an orbit and 1 = r2/2. The function
T = 1y that appears in Proposition 2.1 satisfies

tw(r) = Tu(r?/2). (3.34)

Substituting p = +/2F and n = s2/2 into equation (3.33), we derive

P p o
1 [ Tu(s?/2 1

/\If(ﬁ)dﬁ [T, [ ws o (3.35)

J 27'[0 p2 —s2 2]'[0 [p? — 52

As in [25] (equation 4-2-11), we change variables to s = p sinf, yielding

P /2
.1
f W(F)dp = — / (snp(s)) b, (3.36)
21 s=psinf
0 0
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Differentiating equation (3.36) with respect to p, we obtain

/2

W(p):%/(snp(s))/  sin6de

s=psinf
0

/2
1 /
= — infdo .
o / (tq,(s)—i-sr\p(s))S:psingmn
0

(3.37)

The proof of Theorem 1.2 is essentially elucidated in the following two paragraphs.

Given a vector field X (u, v) with a non-degenerate global center, an analytic change of vari-
ables ®(u, v) = (g, p) exists that transforms it into the Poincaré normal form according to Theo-
rem 1.3. Associated with this normal form is a period function 7 (r) := 27r/Q(r?/2). Initially, we
assume t’ > 0. Under this assumption, we impose 7y (r) = t(r). Consequently, equation (3.37)
yields W(p) = W(—p) > 0 for all p > 0. Theorem 1.3, with B(r) = (r,0) = (p, y), implies the
existence of an analytic change of variables ®y that transforms Xy into the same normal form
as X. Therefore, (v, p) = CIDQ1 o ®(u, v) is an analytic change of variables that transforms X into
Xu.

Subsequently, we define a new variable:

P
x=Ap)= / Y(p)dp, with x € (—a,a), (3.38)
0
where:
o
a:/‘l’(ﬁ)dﬁ, possibly a = oo. (3.39)
0

The map (x,y) = @, (p, y) := ()L(,o), y) is an analytic diffeomorphism from R? to (—a, a) x R.
In these new variables, 0 = dx A dy and H = % + V(x), where V(x) = (A‘l(x))2/2. The
change of variables A = @ o GJJI o @ is as stated in Theorem 1.2.

The above proof is incomplete due to the additional hypothesis T/ > 0. If /(r) < 0 for certain
values of » and we maintain Ty = 7, then W(p) can become negative. To overcome this, we
utilize the fact that the Poincaré normal form is not unique and t(r) can be altered through a
change of variables as in equation (2.25).

Proposition 3.1. Let ¢ : R — (—r,7), 0 <7 < 00, be an analytic diffeomorphism of the form:

s=¢(r)= rb(r2/2),

where b is an analytic function. Then, there exists an analytic diffeomorphism ®; : R? — Dy,

where Dr is the open disk of radius 7, that transforms the vector field X = 2x / T (\/ g%+ p2) ( Py
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— qaq) into X = Zn/f(\/qz + 152) (158,; — 58(;), i.e. O, preserves the Poincaré normal form,
such that:

t(r) =7 (¢(r). (3.40)

Proof. Consider the analytic diffeomorphism defined as follows:
2, .2 ~
=)l
p 2 p p
P’ +q’ /
\/q2+p2=\/q2+p2b(T>=é‘( p2+q2) .

The transformation from variables (g, p) to (g, p) is analytic and changes the vector field
X(g, p) into X(q, p). O

(3.41)

If 7’ is not positive, we then enforce ty to adopt the following form:

Ty(s):=t1o g_l(s).

Here, ¢ represents an analytic diffeomorphism that awaits construction. We necessitate that ¢
satisfies the following:

d d oy d
0< () = - (stoc ) = T(emrw)

= L ewrem) e -
dr rzg-—](s) dS ’
s > 0. This is equivalent to the following:
d
d—r(;(r)r(r)) =0, r>0.
By defining
A(r)
Ar)=¢(rt(r) = t¢t(r)= —, (3.43)
7(r)
we are able to recast the four conditions:
, d
() ==5(=r), €20, £ >0, and —(¢@)e(r)) > 0.
r
for r > 0, in the following manner:
A(r)=—A(=r), A(r)=>0, A'(r)t(r)—A@)T'(r) >0, and A'(r) > 0. (3.44)
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To fulfill the four conditions, we impose the following:
A (Nt(r) — AT (r) =MF)A@r) +1(r), (3.45)
where M : R — R is an analytic function satisfying the below conditions for r > 0:
M@)=—-M(—r), M()>0, and 7/(r) > —M(r). (3.46)
Here, —M (r) is a lower bound of t/(r).
If we can find a function M that meets the required properties and a solution to equation

(3.45) with A(0) =0 and A(r) > O for r > 0, then the right-hand side of equation (3.45) will be
positive. Subsequently,

A'(Nt(r)= (M) +7'(r)A@r) +(r) >0, (3.47)

since M(r) +t/(r) > 0.
The solution to equation (3.45) with A(0) = 0 is given as:

r r M(n)
exp —oy dn
A(r) = r(r)/ %ds >0, (3.48)
0

for r > 0. Utilizing the fact that M is odd, we find that A is also odd.
In the following Proposition, which adapts Theorem 2 in [12], we construct a function M that
possesses the properties (3.46).

Proposition 3.2. Let m(r) = supy-, -, |t/ (r)|. There exists an entire function M(z), z € C, with
nonnegative coefficients such that

M@r)>m(r) > |7’ ()| forallr >0
and M(—z) = —M ().
Proof. Since 7/(0) =0 and 7’ is analytic, there exists a constant ¢ > 0 such that m(r) < cr for
O<r<2.

Consider {1}, an increasing sequence of positive odd integers such that for every positive
integer k, we have

Ak
(%) >m(k +2).

We then define

M(z) =cz+ i (%)Ak ;

k=1
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which is an entire function that satisfies M (—z) = —M(z). For r > 2, let j be the integer such
that j +1 <r < j 4+ 2. Then

Aj . Aj
M(r)><§> Z(ZL]) >m(+2) > m@),

while forO <r <2, M(r) > cr > m(r). O

We still need to demonstrate that lim, _, o, { () = oo to ensure that ®, in Proposition 3.1 maps
R? onto R2.
Equations (3.43) and (3.48) lead to

r

r r M(n)
exp o dn
g_(r)zfxm:/ (7 v )d$>/_d§
0

T(r) T(§) T(§)

for r > 0. If f d€ = oo, then lim, _, o0 £ (r) =

@)

Otherwise, if f %dé = ¢ < 00, there must exist a sequence r] <1y < ... with limg_, oo 1y =
o TC

oo such that t(r;) < t(r2) < ... and limg_, o T (7%) = 0o0. From equations (3.43) and (3.45), we
infer

d M(r) 1
dré“(r) ()§()+ i

Upon integrating and using the fact that ¢ (r) is increasing, we deduce

M(s) 1 / M(s)
= | =t (s)ds 2 e (s)ds
¢(r)y= / ()C() + () J ()C()

[ M) M(s) [ M(s)
_0/ ® {(s)ds—i—/ T;(s)ds > {(1) o) ds

In this last integral, by using M (r) > t’(r), we find

Tk
M(s
c<rk>>;(1>/r(( ;(1>/’“) — log 21X
1

o)

which implies limy, o0 £ (1) = lim, 00 £ () = 00 as {'(r) > 0.
The remainder of the proof aligns with the case when t/ > 0.
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\ N

v
A(u, 2) ‘%/
/\/, (u,2)

/\\
AN

Fig. 8. Construction of A.

4. Proof of Theorem 1.4

Consider the vector field W (u, z) = 9, + f (u, 2)9;, as defined in Equation (1.3). If the flow of
W is complete, an integral curve of W passes through every point (u, z), intersecting the z-axis
exactly once at a value zg. We define the function A (u, z) := zo, which is an analytic first integral
of W, that is,

oyh(u,z)+ f(u,z2)0;h(u,z) =0. (4.49)

This first integral meets the condition 9,/ (u, z) > 0, as illustrated in Fig. 8 and discussed in detail
on page 283 of [21].

Introducing the notation 9,4 (u, v2/2) := 8. h(u, z)| we express the differential of 4 as

7=v2/2’
dh(u,v*/2) = d,h(u,v?/2)du + vorh(u,v?/2)dv
CD) ooh(u, v2/2)(— £, v2/2)du + vdv).

Given that d,h(u, v2/2) > 0, we infer that the vector field X = vd, + f(u, v2/2)d, is Hamil-
tonian:

x{hu, v?/2)du Adv} = dh(u, v?/2),

with symplectic form 1 and Hamiltonian function % (u, v%/2).
Theorem 1.4 ensues from the following proposition:

Proposition 4.1. We define

1 1/2
= / dh(u, sv?/2)ds . (4.50)
0

plu,v) = a(u,v)

The analytic transformation ®(u, v) = (u, p(u, v)) maps R? onto itself such that:

2
H(u,p)=%+G(u)=h(u,v2/2) with  G(u) = h(u,0),
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wuu, p)= dundp where a(u, p) :=a(u, v(u, p)), 4.51)

a(u, p)

x:a(u,p)<pau—G’(u)ap) with a(u, —p) = a(u, p).

Proof. The fundamental theorem of calculus combined with 9,4 (u, z) > 0 results in

v2/2
hu, v*/2) = h(u, 0) + / dah(u, )z = Hu, p). 4.52)
—_——
=G (u) 0
'—/_—/
=p?/2

Subsequently, we define the new variable p according to equation (4.50).
Differentiating the equation /4 (u, v? /2) =G(u) + p2(u, v) /2 with respect to v results in

v Sh(u,v?/2)

dyp(u,v) = Dh(u,v2)2) =
pu,v

) 1 73> 0.
{f&zh(u,svz/Z)ds}
0

This equation implies that ®(u, v) = (u p(u, v)) is a local analytic diffeomorphism.

We claim that p — oo as v — oo for any fixed u. Given that A (u, v2/2) = G(u) + p*(u, v)/2,
it is sufficient to demonstrate that lim;_, o 2 (u, z) = oco. If this was not the case, & would exist
such that z1_1)r¥)1O h(it, z) = Zp < oo and all integral curves starting at u = 0 with z > zop would

diverge in the interval (0, &). This would contradict the completeness of the flow of W.
The symplectic form in the proposition statement follows from

2
pdu Adp =du /\d% =du Adh(u,v?/2) = vdh(u, v?/2)du Adv=vu

and the relationship p/v=1/a(p,v). O

Remark a: The class of equations i + a(u)i? + b(u) = 0 has been analyzed in [23]. In this
case, W =0, + (a (w)z+ b(u))aZ can be integrated (see [21], Section 2.1, for the computations).

Remark b: The completeness of the flow W, as assumed in Theorem 1.4, can be replaced by
the existence of a first integral # on the upper-half plane. The example below illustrates this.

The vector field X = vd, — %av possesses a global center at the origin. This vector field
corresponds to W (u,z) = d, — (%) d;, which is undefined at z = —% and is not complete.

However, for any (u, z) € R§>O, there is a trajectory of W that intersects the z-axis only at

z0 > 0, as shown in Fig. 9. This permits the definition of a first integral zo = h(u, z) of W on the
upper half plane that satisfies 9,4 (u, z) > 0.
See [17] and [18] (pg. 131) for the existence of global first integrals of W.
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7%

~1/2 T,

Fig. 9. The integral curves of W in the case where X has a global center.
5. Conclusion

The primary motivation for Ragazzo [21] was a query posed by C. Rocha relating to partial
differential equations of the parabolic type u; = d,xu — Fo(u, uy), x € R/Z (the notation used
in this paragraph differs from that used in the remainder of the paper). Under certain conditions,
these equations exhibit global attractors composed of equilibria and connecting orbits. Peri-
odic solutions of u,, = Fy(u, u,) with period one are the equilibria for the parabolic equation.
As noted in [22], “When the global attractor is Morse-Smale, there exists a smooth homotopy
Fr(u,uy), T €[0, 1], which preserves the hyperbolicity of all the equilibria and periodic orbits,
and reduces uyy = Fo(u, uy) to a problem u,, = F(u, uy), where F1(u, u,) is an even function
of the second variable” (see [5], [6], and [7]). The understanding of the ‘period map’ of the equa-
tion u” = Fy(u, u’) is crucial for the description of the global attractor of the parabolic problem.
This paper’s findings show that if u” = F)(u, u’) has a non-degenerate global center, then the
period map of u” = Fi(u, u’) is always equivalent to the period map of an equation in the form
u" =-V'(u).

Theorem 1.2 asserts that if X (u, v) = P(u, v)d, + Q(u, v)d, possesses a global center, it can
be transformed into yd, — V'(x)d,. Theorem 1.4 stipulates that if X (u, v) = vd, + f (u, v2/2)d,
and the flow of the associated vector field W (u, z) = 9, + f(u, )9, is complete, then X can

be converted into a(u, p) (pau -G’ (u)8p> without any assumptions on the singularities of X.

Aside from time parameterization, this vector field is equivalent to pd, — G'(u)dp.
Two natural questions arise from the results presented in this paper:

1) Does the question posed by C. Chicone have a positive answer when the center is degenerate?
2) Is it possible to analytically transform the vector field X (1, v) = vd, + f(u, v? /2)0d, into
ydx — V'(x)d, when X (1, v) has not only a center but also finitely many non-degenerate
centers and saddles?
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