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Entropy production as a tool for characterizing nonequilibrium phase transitions
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Nonequilibrium phase transitions can be typified in a similar way to equilibrium systems, for instance, by
the use of the order parameter. However, this characterization hides the irreversible character of the dynamics
as well as its influence on the phase transition properties. Entropy production has been revealed to be an
important concept for filling this gap since it vanishes identically for equilibrium systems and is positive for
the nonequilibrium case. Based on distinct and general arguments, the characterization of phase transitions in
terms of the entropy production is presented. Analysis for discontinuous and continuous phase transitions has
been undertaken by taking regular and complex topologies within the framework of mean-field theory (MFT) and
beyond the MFT. A general description of entropy production portraits for Z2 (“up-down”) symmetry systems
under the MFT is presented. Our main result is that a given phase transition, whether continuous or discontinuous
has a specific entropy production hallmark. Our predictions are exemplified by an icon system, perhaps
the simplest nonequilibrium model presenting an order-disorder phase transition and spontaneous symmetry
breaking: the majority vote model. Our work paves the way to a systematic description and classification of
nonequilibrium phase transitions through a key indicator of system irreversibility.
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I. INTRODUCTION

Thermodynamics states that while certain quantities in-
cluding the energy are ruled by a conservation law, the entropy
is not conserved. In the general case of a system coupled
with an environment, the time variation of entropy dS/dt has
two contributions: the flux to the reservoir � and the entropy
production rate � [1,2], that is,

dS

dt
= �(t ) − �(t ). (1)

Since in the steady state the time variation of S vanishes,
dS/dt = 0, � = � and all entropy produced must be deliv-
ered to the environment.

The entropy production has been the subject of consid-
erable interest in physics [3–7], population dynamics [8],
biological systems [9], experimental verification [10], and
others. A microscopic definition of entropy production, in the
realm of systems described by a master equation, is given by
the Schnakenberg expression [11]:

�(t ) = kB

2

∑
i j

{WjiPi(t ) − Wi jPj (t )} ln
WjiPi(t )

Wi jPj (t )
, (2)

where Wji is the transition rate from the state i to state
j with associated probability Pi(t ) at the time t , and Wi j

denotes the reverse transition rate. Equation (2) implies that
�(t ) is always nonnegative because (x − y) ln(x/y) � 0, van-
ishing when the detailed balance Wi jPj − WjiPi = 0 is ful-
filled. Thus, it distinguishes equilibrium from nonequilib-
rium systems. Defining the nonequilibrium entropy by S(t ) =
−kB

∑
i Pi(t ) ln Pi(t ), a microscopic relation for the flux �(t )

is obtained:

�(t ) = kB

∑
i j

Wi j ln
Wi j

Wji
Pj (t ). (3)

Equation (3) constitutes an alternative (and advantageous)
formula for evaluating the steady entropy production, since
it corresponds to an average that can be evaluated from the
transition rates and it will be the subject of analysis in the
present paper.

Despite the recent advances of stochastic thermodynamics,
a fundamental question is whether entropy production can
be utilized as a reliable tool for typifying nonequilibrium
phase transitions. Different studies have been undertaken in
this direction [4,7,8,12–18]. Some of them [4,7,8,18] indi-
cate that continuous phase transitions can be identified by
a divergence of the first derivative of � whose associated
exponent plays an analogous role to the specific heat. Other
features, such as stochastic thermodynamics of many-particle
systems at phase transitions to a synchronized regime have
also been investigated [14,16,17]. Despite such a progress,
a theoretical description of the entropy production at phase
transition regimes, mainly in the context of discontinuous
phase transition, has not been satisfactorily established yet.

In this paper we present a characterization of phase transi-
tions in terms of the entropy production. Our study embraces
the analysis of continuous and discontinuous phase transitions
within the framework of mean-field theory (MFT) and be-
yond MFT. It is based on general considerations about the
probability distribution related to the phase coexistence. The
description of continuous phase transition takes into account
the extension of finite-size scaling ideas and hyperscaling
relations to nonequilibrium systems. A general description of
entropy production for Z2 (“up-down”) symmetry systems in
the realm of MFT is presented. Our main result is that a given
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phase transition, whether continuous or discontinuous has a
specific entropy production signature. As an example of our
theoretical prescriptions, we shall consider the majority vote
(MV) model with inertia [19–23]. It constitutes an ideal labo-
ratory, since it presents continuous and discontinuous phase
transition in both regular [19,23] and complex structures
[20–22] displaying quite distinct features and universality
classes. Thus, the existence of different entropy production
hallmarks at phase transition regimes can be conveniently
compared with those obtained from order parameter analysis.

This paper is organized as follows: In Sec. II we derive a
general mean-field description for Z2 (“up-down”) symmetry
systems. Sec. III presents a description of entropy production
at phase transition regimes beyond the MFT. In Sec. IV, we
exemplify our theoretical findings in the inertial MV model
and Conclusions are performed in Sec. V.

II. GENERAL MEAN-FIELD DESCRIPTION FOR Z2

(“UP-DOWN”) SYMMETRY SYSTEMS

We are dealing with phase transitions in systems with up-
down symmetry. Heuristically, a continuous phase transition
in such class of models is described by the general logistic
order-parameter equation:

d

dt
m = a(q − qc)m − bm3, (4)

where q denotes the control parameter and a and b are positive
constants. It has two steady solutions: m(D) = 0 (disordered
phase) and m(S) = ±√

a(q − qc)/b (ordered phase), stable for
low and large values of q, respectively. The phase transition
follows the mean-field exponent βm f = 1/2 and m vanishes
as m ∼ ea(q−qc )t for q < qc when m � 1. Conversely, one
requires the inclusion of an additional term +cm5 for report-
ing discontinuous phase transitions, leading to the following
expression [23]:

d

dt
m = a(qb − q)m − bm3 + cm5, (5)

where c > 0 [23]. It exhibits three steady-state solutions
m: m(D) = 0, m(S) and m(U ). At q = q f = (b2/4ac) − qb, m
jumps from m1 ≡ m(S)(q f ) to m(D) = 0. For q > q f , m be-
haves as m ∼ ea(qb−q)t for m0 � 1 irrespective the initial con-
dition m0 > 0. The frontier q = qb separates the exponential
vanishing of m ∼ ea(qb−q)t (q > qb) from the convergence to a
well definite m2 ≡ m(S)(q) (q < qb) when m0 � 1. For qb <

q < q f (hysteretic branch), m behaves as follows: m(t →
∞) → m(D) if m0 < m(U ), m(t → ∞) → m(S) if m0 > m(U )

and only for m0 = m(U ) one has m(t → ∞) → m(U ). For this
reason m(U ) is an unstable solution.

Since the above phenomenological relations hide the ir-
reversible character which we are interested, we derive a
general expression for the entropy production taking into
account a generic dynamics with up-down symmetry. Each
site i of an arbitrary lattice topology is attached to a spin
variable σi that assumes the values ±1. The transition rate is
given by the expression w(σi ) = 1

2 [1 − qσig(X )], with q de-
noting the control parameter and g(X ) expressing the generic
dependence on a local neighborhood of k spins. Only two
assumptions regarding g(X ) are required. The first is that due

to the Z2 symmetry, it depends on the sign of the local spin
neighborhood (odd function). Also, taking into account that
w(σi) is constrained between 0 and 1, the product |qg(X )| � 1
for all values of X . These assumptions allow us to rewrite g(X )
as g(X ) = |g(X )|S(X ), where S(X ) denotes the sign function:
sign(X ) = 1(−1) and 0, according to X > 0(< 0) and X = 0,
respectively, where |g(X )| gets restricted between 0 and |g(k)|.

From the master equation, one finds that the time evolution
of order parameter m = 〈σi〉 is given by

d

dt
〈σi〉 = −2〈σiw(σi )〉. (6)

In the steady state, m = q〈|g(X )|S(X )〉. For the evaluation
of �, one requires the calculation of wi(σ ) ln[wi(σ )/wi(σ j )]
given by

1

2
[σiS(X ) − q|g(X )|S2(X )] ln

1 − q|g(X )|
1 + q|g(X )| . (7)

The reverse transition rate wi(σ j ) was obtained by performing
the transformation σi → −σi resulting in wi(σ j ) = 1

2 [1 +
qσig(X )]. The one-site MFT consists of rewriting the joint
probability P(σi, ..., σk ) as a product of one-site probabilities
P(σi )...P(σk ), from which one derives closed relations for the
correlations and then the relevant quantities can be obtained
as function of the control parameters. Since the main marks of
critical and discontinuous phase transitions are not expected to
depend on the particularities of g(X ), it is reasonable, within
the MFT, to replace the averages in terms of an effective ḡ
given by

m = q〈|g(X )|S(X )〉 → qḡ〈S(X )〉, (8)

1

2

〈
σiS(X ) ln

1 − q|g(X )|
1 + q|g(X )|

〉
→ 1

2
ln

1 − qḡ

1 + qḡ
〈σiS(X )〉, (9)

and

1

2

〈
|g(X )|S2(X ) ln

1 − q|g(X )|
1 + q|g(X )|

〉
→ ḡ

2
ln

1 − qḡ

1 + qḡ
〈S2(X )〉.

(10)

At this level of approximation the steady entropy production
then reads

� = 1

2
ln

1 − qḡ

1 + qḡ
[m〈S(X )〉 − qḡ〈S2(X )〉]. (11)

Above averages are calculated by decomposing the mean sign
function in two parts:

〈S(X )〉 = 〈S(X+)〉 − 〈S(X−)〉, (12)

and
〈S2(X )〉 = 〈S(X+)〉 + 〈S(X−)〉, (13)

with each term being approximated by

〈S(X±)〉 = ±
k∑

n=
k/2�
Ck

n pn
± pk−n

∓ , (14)

where 
...� is the ceiling function and for S(X+)[S(X−)] the
term Ck

n takes into account the number of possibilities of a
neighborhood with n spins in the +1[−1] states with associ-
ated probabilities p± = (1 ± m)/2. Equations (12) and (13)
become simpler in the regime of large connectivities. To see
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this, we first note that each term of the binomial distribution
approaches a Gaussian with mean kp± and variance σ 2 =
kp+ p−, so that

k∑
n=
k/2�

Ck
n pn

± pk−n
∓ → 1

σ
√

2π

∫ k

k/2
e− (�−kp± )2

2σ2 d�

= 1

2

√
π

{
erf

[
k(1 − p±)√

2σ

]

− erf

[
k(1/2 − p±)√

2σ

]}
, (15)

where erf(x) = 2
∫ x

0 e−t2
dt/

√
π denotes the error function.

Since for large k, erf[k(1 − p±)/
√

2σ ] → 1 (〈S2(X )〉 → 1),
the expressions for m and � read

m = qḡ

[
erf

(√
k

2
m

)]
, (16)

and

� = 1

2
ln

1 − qḡ

1 + qḡ

[
m2

qḡ
− qḡ

]
, (17)

respectively. At the vicinity of the critical point m behaves
as m ∼ (q − qc)1/2. So that one reaches the following expres-
sions for the entropy production:

� ∼ 1

2
ln

1 + qḡ

1 − qḡ

[
qc − q

qḡ
+ qḡ

]
, (18)

for q < qc, and

� = qḡ

2
ln

1 + qḡ

1 − qḡ
, (19)

for q > qc. Hence, the entropy production is continuous at
the critical point qc, with �c = qcḡ

2 ln 1+qcḡ
1−qcḡ . However, its first

derivative �′ ≡ d�/dq is discontinuous, jumping from

�′ = qcḡ2

1 − q2
c ḡ2

+ 1 − qcḡ2

2qcḡ
ln

1 − qcḡ

1 + qcḡ
, (20)

when q → q−
c , to

�′ = qcḡ2

1 − q2
c ḡ2

− ḡ

2
ln

1 − qcḡ

1 + qcḡ
, (21)

when q → q+
c , whose discontinuity of − 1

2qcḡ ln 1−qcḡ
1+qcḡ is asso-

ciated with the critical exponent αm f = 0. Remarkably, having
the classical exponents βm f and γm f (evaluated from the
order-parameter variance [24]), we see that the hyperscaling
relation αm f + 2βm f + γm f = 2 is satisfied, reinforcing that
the criticality is signed by the jump in the first derivative of
�, in close similarity to the specific heat discontinuity for
equilibrium systems.

Above MFT entropy production also predicts correctly
the signatures at discontinuous phase transitions. According
to Eq. (5), m jumps from m1 ≡ m(S)(q f ) to 0 at q = q f =
(b2/4ac) − qb and thereby from Eq. (17) the entropy produc-
tion will jump from

1

2

(
q f ḡ − m2

1

q f ḡ

)
ln

[
1 + q f ḡ

1 − q f ḡ

]
(22)

to

q f ḡ

2
ln

[
1 + q f ḡ

1 − q f ḡ

]
. (23)

Conversely, m jumps from 0 to m2 ≡ m(S)(qb) at q = qb, and
hence � will jump from

qbḡ

2
ln

[
1 + qbḡ

1 − qbḡ

]
(24)

to

1

2

(
qbḡ − m2

2

qbḡ

)
ln

[
1 + qbḡ

1 − qbḡ

]
. (25)

The bistable behavior in the entropy production not only
discerns continuous and discontinuous phase transitions but
also it properly locates the hysteretic loop. In the Sec. IV, we
show explicit results by taking an example of system with Z2

symmetry.

III. BEYOND THE MEAN-FIELD THEORY

The analysis will be splitted in three parts: discontinuous
transitions in regular lattices, complex networks, and continu-
ous phase transitions.

A. Discontinuous phase transitions

1. Regular lattices

Distinct works [21–23,25] have attested that discontinu-
ous phase transitions yield stark differences in regular and
complex networks. In the former case, it emerges through
sudden changes of |m|, its variance χ = N[〈m2〉 − |m|2] and
other quantities whose scaling behavior goes with the sys-
tem volume N [see, e.g., Figs. 5(b)–5(d)] [22,23,25]. At the
vicinity of an arbitrary discontinuous phase transition point
q0, in which the correlation length is finite, the probability
distribution can be approximately written down as a sum
of two independent Gaussians, from which one extracts a
scaling behavior with the system volume [23,25–27]. More
specifically, the probability distribution is given by PN (m) =
P(o)

N (m) + P(d )
N (m), where P(α)

N (m) is associated to the phase α

(with order-parameter mα):

P(α)
N (m) =

√
N√
2π

exp{N[�qm − (m − mα )2/(2χα )]}
[F ′

o (�q; N ) + F ′
d (�q; N )]

. (26)

Parameters χα and �q ≡ qN − q0 correspond to the distri-
bution width and the “distance” to the coexistence point q0,
respectively. Although in principle the assumption of two
independent Gaussians can not describe properly a “weak”
discontinuous phase transition, in which an overlap between
P(o)

N (m) and P(d )
N (m) is expected, its reliability has been ver-

ified in several examples of nonequilibrium phase transitions
with distinct properties [25,26], even in some cases in which
the overlap is observed.

Despite the steady entropy production displaying a non-
trivial dependence on the system features and on generic
correlations of type 〈σi〉, 〈σiσi+1〉, 〈σiσi+1σi+2〉 and so on,
Eq. (3) depicts it as the ensemble average of a fluctuating
quantity, enabling resorting to the central limit theorem ideas.
The generality of order-parameter distribution for tackling the

012104-3



NOA, HARUNARI, DE OLIVEIRA, AND FIORE PHYSICAL REVIEW E 100, 012104 (2019)

phase coexistence [25] and Eq. (3) setting up � as an ensem-
ble average suggests the extension of a similar relationship for
the steady entropy production. More concretely, we assume
that PN (φ) = P(o)

N (φ) + P(d )
N (φ), where P(α)

N (φ) is given by

P(α)
N (φ) =

√
N√
2π

exp{N[�qφ − (φ − φα )2/(2χ̄α )]}
[Fo(�q; N ) + Fd (�q; N )]

,

where each Gaussian is centered at φα with χ̄α be-
ing the width of the α–th peak. Given that PN (φ) is
normalized, each term Fo(d ) then reads Fo(d )(�q; N ) =√

χ̄o(d ) exp{N�q[φo(d ) + χ̄o(d )�q/2]}. The steady entropy
production � = � is straightforwardly calculated from
PN (φ), � = ∫ ∞

−∞ φPN (φ)dφ, reading

� =
∑

σ=o,d

(φσ + χ̄σ�q) Fσ (�q; N )

Fo(�q; N ) + Fd (�q; N )
. (27)

Close to the phase coexistence, in which �q is expected to be
small, the terms O(�q) dominate over O(�q)2 and Eq. (27)
can be approximately rewritten as

� =
√

χ̄oφo + √
χ̄dφd e−N[(φo−φd )�q]

√
χ̄o + √

χ̄d e−N[(φo−φd )�q]
. (28)

Note that the Eq. (28) reproduces the jump from φo(φd )
when �q → 0−(+) and N → ∞ (a third reason for assuming
PN (φ) as a sum of independent Gaussians). Remarkably, the
curves for different values of N cross at the transition point
�q = 0 with

�∗ =
√

χ̄oφo + √
χ̄dφd√

χ̄o + √
χ̄d

. (29)

The crossing point clearly discerns continuous and discontin-
uous phase transitions and can be used as an indicator of the
phase coexistence, as shown in Figs. 5 and 8 and in Ref. [28]
(Figs. 7 and 8) for a chemical reaction model.

2. Complex networks

Distinct works [21–23,29] have stated that in contrast to
regular structures, the phase coexistence in complex networks
is akin to the MFT (see, e.g., Fig. 1), whose behavior is gener-
ically characterized by the existence of a hysteretic loop and
bistability. The order parameter will present a spinodal line
in which along the hysteretic loop the system will converge
to one of the possible steady states depending on the initial
configuration. For locating the “forward transition” point q f ,
the system is initially placed in an ordered configuration
and the tuning parameter q is increased by an amount δ,
whose final state at q is used as the initial condition at q + δ

until the order-parameter discontinuity is viewed. Conversely,
the “backward transition” point qb is pinpointed by starting
from the disordered phase and decreasing q (also by the
increment δ) until the order-parameter jump takes place. En-
tropy production also captures these features, which can be
viewed through a general argument for order-disorder phase
transitions. The order-parameter behaves as 〈σi〉 ∼ N−1/2 in
the disordered phase and then a n–th correlation will behave
as 〈σiσi+1...σi+n〉 ≈ 〈σi〉〈σi+1〉...〈σi+n〉 = N−n/2. Hence in the
thermodynamic limit, all correlations will vanish in the disor-
dered phase and � will depend solely on control parameters.
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f=0.078

fffb Φ(t)=Π1

Φ(t)=Π0

|m|

fb
ff |m|

(a)
(b)

FIG. 1. Panel (a) depicts the bistable behavior of � for θ = 0.43
and k = 12. Continuous (dashed) curves denote the stable solutions
for m0 > m(U ) (m0 < m(U )). They coincide for f > f f and f < fb

and are different for fb < f < f f . Dotted curves correspond the un-
stable solutions for fb < f < f f with m = m(U )( f ) if m0 = m(U )( f ).
Inset: The same but for the order-parameter. In panel (b) the time
evolution of flux �(t ) for distinct initial configurations and f =
0.078. Inset: The time evolution of m, where circles correspond to
the function m ∼ ea( fb− f )t , valid for m0 � 1.

Contrariwise, 〈σiσi+1...σi+n〉 presents a well defined (nonzero)
value in the ordered phase and � depends not only on the
control parameters but also on correlations. So that, the jumps
at q f (from m1 ≡ m(q f ) �= 0 to 0) and qb (from 0 to m2 ≡
m(qb) �= 0), commonly viewed in terms of order-parameter,
will also be present in the entropy production. The presence
of bistability implies that �(t ) will converge to one of the
two well defined values, since along the hysteretic branch
the system behaves just like the disordered or the ordered
phase, depending on the initial condition. Although the above
argument is valid for a generic order-disorder phase transition,
it is expected to describe phase transitions different from the
order-disorder ones, provided the order-parameter and corre-
lations also present a hysteretic behavior. Thereby, both cases
reveal that the entropy production behavior also embraces
phase coexistence traits commonly treated in terms of the
order-parameter.

B. Continuous phase transitions

Albeit characterized by the vanishing of the order-
parameter |m| and algebraic divergences of other quantities
at the criticality, the behavior of quantities become rounded
due to finite size effects. According to the standard finite-
size scaling (FSS), they behave as |m| = N−β/ν f̃ (N1/ν |ε|),
χ = Nγ /ν g̃(N1/ν |ε|) with f̃ and g̃ being scaling functions
and ε = (q − qc)/ fc. Typically, qc is located by choosing a
quantity that intersects for distinct system sizes. For order-
disorder phase transitions, the quantity U4 fulfills the above
requirement, whose crossing value U ∗

0 depends on the lattice
topology and the symmetry properties. Some papers [4,5]
have described similar scaling relation for the entropy pro-
duction. Close to the criticality � and its first derivative
�′ ≡ d�/dq behave as � − �c ∼ (qc − q)1−α and �′ ∼
(qc − q)−α , respectively. Above expression states that � is
continuous, but the derivative �′ diverges at q = qc. Due to
finite-size effects, it is reasonable to assume that �′ behaves
as �′ = Nα/ν h̃(N1/ν |ε|), with h̃ being an appropriate scaling
function. From the exponents β, α and γ , we wish to check
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whether the hyperscaling relation α + 2β + γ = 2, fulfilled
in the MFT approach, is also satisfied beyond the MFT. Here
we extend the entropy production analysis for continuous
phase transitions in random complex topologies.

IV. APPLICATIONS: THE INERTIAL MAJORITY
VOTE (MV) MODEL

A. Model and definitions

The previous predictions will be exemplified in one of the
simplest nonequilibrium phase transition model with steady
states, the majority vote (MV) model [19,20], defined as
follows: Each site i of an arbitrary lattice can assume q̄
possible integer values (σi = 0, 1, ..., q̄ − 1). The dynamics is
ruled by the fraction w̄X of neighboring nodes in each one of
the q̄ states plus a local spin dependence θδ(σ ′

i , σi ) (an inertial
term), w̄σ ′

i
= (1 − θ )

∑k
j=1 δ(σ ′

i , σ j )/k + θδ(σ ′
i , σi ), with σ j

denoting the spin of each one of the k nearest neighbors
of the site i. With probability 1 − f ( f being the misalign-
ment parameter) the local spin σi changes to the majority
neighborhood spin σ ′

i and with complementary probability f
the majority rule is not followed. For q̄ = 2 and θ = 0, the
MV becomes equivalent to the Ising model in contact with
two heat reservoirs, one being a source of heat, at infinite
temperature, and the other a sink of heat, at zero temperature
[19]. The contact with the first occurs with a given probability
and with the second with the complementary probability.
Recent studies [21–23] revealed that large inertia shifts the
phase transition to a discontinuous one for all values of q̄.
An order-disorder phase transition arises by increasing f ,
whose classification depends on θ and the lattice connectivity
k. For low q̄ (q̄ < 4) and θ = 0 (inertialess regime), it is
always continuous [19–21], but the increase of q̄ modifies
the symmetry properties (Z2 and C3v for q̄ = 2 and 3, re-
spectively), leading to different sets of critical exponents. The
phase transition becomes discontinuous for larger k’s when θ

goes up [21,23]. A given nth order parameter moment 〈mn〉 is
calculated through the quantity 〈mn〉 = 〈|∑N

i=1 e2π iσi/q̄/N |n〉,
with 〈...〉 denoting the ensemble average. The n = 1 is a
reliable order-parameter since m > 0 (= 0) in the ordered
(disordered) phases. The steady entropy production rate is
calculated from Eq. (3) through the expression

� = kB

N

〈
q̄−1∑
j=1

N∑
i=1

wi(σ ) ln
wi(σ )

wi(σ j )

〉
, (30)

with wi(σ ) and wi(σ j ) being the transition rate and its reverse,
respectively. The latter is evaluated by taking transformation
of σi to one of its q̄ − 1 distinct values. For q̄ = 2, the
transition rate above is more conveniently rewritten by taking
the transformation σi → 2σi − 1, so that wi(σ ) and m reads
wi(σ ) = 1

2 [1 − (1 − 2 f )σiS(X )] and m = 〈σi〉, respectively,
where S(X ) again denotes the sign function evaluated over the
local neighborhood plus the inertia X = (1 − θ )

∑k
j=1 σ j/k +

θσi. Thus, in such case X not only depends on the neighbor-
hood, but also on the local spin σi. The steady-state expression
for the absolute m reads

m = (1 − 2 f )〈S(X )〉. (31)

To evaluate � from Eq. (30) we take the ratio between
wi(σ ) and its reverse wi(σ j ) given by

wi(σ )

wi(σ j )
= 1 − (1 − 2 f )σiS

[ ∑k
j=1 σ j + kθ

1−θ
σi

]
1 + (1 − 2 f )σiS

[ ∑k
j=1 σ j − kθ

1−θ
σi

] . (32)

Inspection of the ratio above reveals that only local config-
urations with |∑k

j=1 σ j | greater than kθ/(1 − θ ) will con-
tribute for �, since only in these cases the ratio is different
from 1. Thereby, it can be rewritten as wi(σ )/wi(σ j ) =
σiS′(X ) ln[ f /(1 − f )], with S′(X ) being the sign function
evaluated only over the subspace of local configurations in
which the ratio is different from 1 (for θ = 0, it reduces to the
usual sign function). The expression for � is then given by

� = 1

2
ln

f

1 − f
[〈σiS

′(X )〉 − (1 − 2 f )〈S′2(X )〉], (33)

in such a way that it depends on the averages 〈σiS′(X )〉 and
〈S′2(X )〉.

B. MFT results

The (general) results from Sec. II can be straightforwardly
applied for the inertialess regime simply by replacing q and
g(X ) for 1 − 2 f and S(X ), respectively. Although the main
aspects of phase transitions are expected not depending on θ ,
in such case it is more convenient to use Eq. (33), due to the
dependence on the local spin. The MFT expression for m reads

m = (1 − 2 f )

[
〈S[X+]〉

(
1 + m

2

)
− 〈S[X−]〉

(
1 − m

2

)]
.

(34)

As in Sec. II, for large k the 〈S[X±]〉 can be calculated from
Eq. (14), but the lower limits n± depend on θ and are given by

n+ = k(1 − 2θ )

2(1 − θ )
and n− = k

2(1 − θ )
.

Note that both n± reduce to k/2 when θ = 0. By performing
similar calculations that those from Sec. II, Eq. (34) in the
regime of large connectivities becomes

m = (1 − 2 f )[erf(a) − erf(b)]

2 − (1 − 2 f )[erf(a) + erf(b)]
, (35)

where erf(x) denotes the error function, with a and b given by

a =
√

k

2

[
θ

1 − θ
+ m

]
and b =

√
k

2

[
θ

1 − θ
− m

]
.

(36)

As performed previously, the one-site MFT for � is ob-
tained by replacing 〈σiS′(X )〉 for 〈σi〉〈S′(X )〉, so that

� = 1

2
ln

f

1 − f
[m〈S′(X )〉 − (1 − 2 f )〈S′2(X )〉]. (37)

Figure 1 summarizes the main results for the former case
for k = 12 and distinct inertia values. As predicted in Sec. II,
the order parameter jumps at f f and fb and the discontinu-
ities are also presented in the entropy production. Along the
hysteretic branch, �(t ) converges to two well defined values
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FIG. 2. Left and right panels: Steady entropy production � and
its derivative �′ versus f for low θ , k = 4 (top) and k = 12 (bottom),
respectively. Inset: the corresponding order parameter versus f .
Dotted lines denote the associated critical points.

which are �1 ≡ �( f , θ ) and �0 ≡ �(m(S), f , θ ) in the re-
gion fb < f < f f . The time evolution of m follows theoretical
prediction m ∼ ea( fb− f )t for m0 � 1 (see inset symbols).

Figure 2 exemplifies the main results for continuous phase
transitions. In all cases, the entropy production increases until
a maximum at f = f ∗ and then decreases for f > f ∗. For
the inertialess case or even the low θ , f ∗ = fc. This can be
understood by resorting the findings from Sec. II [for q =
1 − 2 f and g(X ) = S(X )] in which in the regime of large k,
m and � are given by

m = (1 − 2 f )erf

(
m

√
k

2

)
, (38)

and

� = 1

2
ln

f

1 − f

[
m2

1 − 2 f
− (1 − 2 f )

]
, (39)

respectively. At the vicinity of the critical point, where m
is expected to be small, the right side of Eq. (38) can be
expanded in Taylor series, allowing us to rewrite m solely in
terms of f and k:

m ∼
√

12

k
( fc − f )1/2, (40)

where βm f = 1/2 is the critical exponent and

fc = 1

2

{
1 −

√
π

2k

}
, (41)

is the critical point. From Eq. (40), � behaves as � ≈
1−2 f

2 ln 1− f
f [1 − 12

k
fc− f

(1−2 f )2 ] and � = 1−2 f
2 ln 1− f

f for f → f −
c

and f > fc, respectively, and hence � is continuous at the
criticality. Despite this, its first derivative �′ jumps from
1
2

√
π
2k ln

1+
√

π
2k

1−
√

π
2k

to 12
π

ln
1+

√
π
2k

1−
√

π
2k

, hence consistent with the
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FIG. 3. Panels (a) and (b) show the mean-field phase diagrams
for k = 12 and k = 20 through analysis of entropy production. ORD
(DIS) denote the ordered (disordered) phases, whereas continuous
and dashed lines, correspond to the values of f f and fb, respectively.
They coincide for continuous transitions, but are different for discon-
tinuous ones.

exponent αm f = 0. By increasing θ (see, e.g., θ = 0.4 and
0.3 for k = 4 and k = 12, respectively), the maximum of �

does not coincide with the jump of �′ nor the order-parameter
vanishing. Thereby the present results (together with the
general description in Sec. II) unifies the description in the
MFT context, in which the criticality is not necessarily marked
by a peak in the entropy production but related to a peculiar
behavior of its first derivative.

Last, in Fig. 3 we plot the phase diagrams for k = 12
and k = 20 evaluated through the distinct entropy production
signatures. We see that both phase transition location and its
classification are in full agreement with those obtained from
order-parameter analysis (see, e.g., Fig. 1 in Ref. [21]).

A final comment concerns that the limit k → ∞ corre-
sponds to the complete graph regime. In this case, the expres-
sion for m and � become

m = (1 − 2 f )
[
S
(

θ
1−θ

+ m
) − S

(
θ

1−θ
− m

)]
2 − (1 − 2 f )

[
S
(

θ
1−θ

+ m
) + S

(
θ

1−θ
− m

)] , (42)

and

� = ln
f

1 − f
{m − (1 − 2 f )Yp}, (43)

respectively, where Yp = {(1 + m)S[m + θ/(1 − θ )] − (1 −
m)S[m − θ/(1 − θ )]}/2. By combining the above relation
with Eq. (42), it follows that � = 0 and thus there is no
entropy production in the complete graph case. The reversible
character of the inertialess MV in the complete graph has
already been presented in Ref. [30] and our analysis not only
confirms it but also extends for the inertial regime.

C. Beyond the MFT: Numerical results in regular
and complex structures

Numerical simulations will be performed for distinct
lattices structures and neighborhoods. All studied structures
are quenched, i.e., they do not change during the simulation
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FIG. 4. Local configuration for a bidimensional lattice with cen-
tral site (red) and its first (1), second (2), third (3), and fourth (4) next
neighbors.

of the model. For a given network topology with N , f ,
and θ held fixed, a site i is randomly chosen, and its
spin value σi is updated (σi → σ ′

i ) according to w̄σ ′
i
=

(1 − θ )
∑k

j=1 δ(σ ′
i , σ j )/k + θδ(σ ′

i , σi ), with σ j denoting the
spin of each one of the k nearest neighbors of the site i. With
probability 1 − f , σi changes to the majority neighborhood
spin σ ′

i and with complementary probability f the majority
rule is not followed. A Monte Carlo (MC) step corresponds
to N updating spin trials. After repeating the above dynamics
a sufficient number of MC steps (in order of 106 MC steps),
the system attains a nonequilibrium steady state.

Random regular networks have been generated through a
configuration model scheme [31] described as follows: For a
system with N nodes and connectivity k, we first start with a
set of Nk points, distributed in N groups, in which each one
contains exactly k points. Next, one chooses a random pairing
of the points between groups and then creates a network
linking the nodes i and j if there is a pair containing points
in the ith and jth sets until Nk/2 pairs (links) are obtained. If
the resulting network configuration present a loop or duplicate
links, then the above process is restarted.

The increase of connectivity k in bidimensional topolo-
gies is accomplished by extending the range of interaction
neighborhood. For example, k = 4, 8, 12, and 20 includes
interaction between the first, first and second, first to third
and first to fourth next neighbors, respectively, as sketched in
Fig. 4.

1. Discontinuous phase transitions

Figure 5 exemplifies such predictions for the MV in bidi-
mensional lattices with k = 20 and θ = 0.375. The entropy
production curves follow the theoretical predictions [contin-
uous lines in Figs. 5(a) and 5(b)] from Eqs. (28) and (29),
whose intersection among curves [Figs. 5(a) and 5(b)] occurs
at f0 = 0.05084(5), in excellent agreement with estimates
obtained from standard techniques [25], 0.0509(1) (maximum
of χ ), 0.0510(1) (minimum of U4 = 1 − 〈m4〉/3〈m2〉2), and
0.0509(1) [equal area order-parameter distribution PN (m)];
see, e.g., Fig. 5(d). Collapse of all data by taking the trans-
formation y = ( f − f0)N (inset) reinforces the reliability of
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FIG. 5. Bidimensional lattice with k = 20 and θ = 0.375. Panels
(a–c) show the steady �, the order parameter |m| and the variance
χ versus f , respectively, for distinct system sizes at the vicinity
of phase coexistence. Dashed lines: Crossing point among entropy
production curves. Continuous lines in (a) and (b) correspond to the
theoretical description, Eq. (28). Top and bottom insets: � for larger
sets of f and collapse of data by taking the relation y = ( f − f0 )N ,
respectively. In (d), the plot of the maximum of χ , minimum of U4

and equal area order-parameter probability distribution versus N−1.

Eq. (28) for describing � at the phase coexistence region. Out
of the scaling regime ( f > f0 for large N), � depends solely
on the control parameters ( f and θ for the MV), as can be
seen in the upper inset of Fig. 5. The crossing in both order
parameter and entropy production not only discerns the be-
havior from regular and complex topologies (see, e.g., Fig. 6)
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FIG. 6. Panels (a) and (b) show the steady � and |m| versus f
for k = 20, θ = 0.3 for the random-regular (RR) case with N = 104.
Black and red curves correspond to the forward and backward “tra-
jectories,” respectively. Inset: the same but for θ = 0.375. In panels
(c) and (d), the time evolution of �(t ) for distinct initial conditions
m0 for fb < f = 0.10 < f f and f = 0.20 > f f , respectively. For
larger inertia values (inset), the bistability extends over 0 � f � f f ,
also viewed from the behavior of steady �.
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FIG. 7. Panels (a) and (b) show the phase diagrams for k =
20 for regular and RR structures, respectively, through analysis of
entropy production. ORD (DIS) denote the ordered (disordered)
phases and continuous (dashed) lines correspond to continuous (dis-
continuous) phase transitions. In panel (b), circles (×) correspond
to the increase (decrease) of f starting from an ordered (disordered)
phase.

but also discontinuous and continuous phase transitions (see,
e.g., Fig. 11).

Conversely, Fig. 6 depicts the main results for the MV
in a random-regular (RR) topology, for k = 20, θ = 0.3 and
N = 104. In such case, the entropy production reveals typical
signatures from aforementioned complex networks: the exis-
tence of a hysteretic loop [Fig. 6(a)] located at the interval
fb = 0.055 < f < f f = 0.15, in full equivalence with the
order-parameter branch [Fig. 6(b)] [21,23].
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FIG. 8. Regular lattice for k = 20 and θ = 0.32: Panels (a)–(c)
depict the steady �, the order parameter |m|, and the variance
χ versus f , respectively, for distinct system sizes at the vicinity
of phase coexistence. Dashed lines: Crossing point among entropy
production curves. Continuous lines in (a) and (b) are the theoretical
description presented in Eq. (28). Inset: collapse of data by taking
the relation y = ( f − f0)N . In panel (d), the plot of the maximum of
χ versus N−1.
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FIG. 9. For the RR structure, panels (a) and (b) show the steady
� and |m| versus f for k = 20 and θ = 0.35. In panels (c) and (d),
the time evolution of �(t ) for distinct initial conditions for f = 0.15
(bistable loop) and f = 0.25 (disordered phase), respectively.

The phase diagrams, calculated from the entropy produc-
tion analysis, are shown in Fig. 7 for both regular and complex
networks.

Figures 8 and 9 depict the main results for the bidimen-
sional and random-regular structures for q̄ = 3, in which the
C3v symmetry leads to an entirely different critical behavior
from the q̄ = 2 case. However, the phase coexistence portraits
are analogous to the previous ones, including the existence
of bistability (complex networks), crossing among curves at
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third next neighbors (k = 12) and θ = 0.2: Panels (a)–(c) depict the
entropy production �, its derivative �′ and the variance χ versus f ,
respectively for distinct system sizes. Inset: the same but for fourth-
order reduced cumulant U4. Dashed lines denote the critical point fc

evaluated through the crossing among U4 curves. In panel (d), the
ln χN , ln |m|N and �′

N versus ln N at f = fc.
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the transition point [ f0 = 0.14160(5)] and scaling with the
system volume (regular structures), thereby reinforcing the
robustness of our findings at discontinuous phase transitions.

2. Continuous phase transitions

Previous results show that irrespectively the value of
θ [23], the phase transition remains continuous in regular
structures when k < 20 whose critical exponents are consis-
tent with the values β = 1/8, γ = 7/4, and 1/ν = 1 [19].
Figure 10 illustrates continuous phase transition traits in terms
of the entropy production. Although � is finite in the critical
point [Fig. 10(a)], �′ increases without limits as N → ∞
[Fig. 10(b)]. For finite systems, �′

N evaluated at f = fc in-
creases with ln N , consistent to a logarithmic divergence in
which one associates the exponent α = 0 [Fig. 10(d)].

Figure 11 extends the analysis for RR structures. In that
case, the critical behavior follows the exponents β/ν = 1/4,
γ /ν = 1/2 and 1/ν = 1/2 [32], rather different from β =
1/2, γ = 1 and 1/ν = 2 (MFT) and those from regular lattices

(Fig. 10). In similarity to the bidimensional case, �( fc) is
finite and �′

N ( fc) increases with ln N , which is also consistent
to a logarithmic divergence and with the exponent α = 0. As
in Sec. II, such conclusions are reinforced by appealing to the
hyperscaling relation α + 2β + γ = 2. Having the values of
β and γ , we reobtain in both cases α = 0. Last, the q̄ = 3
case is characterized in regular lattices by the critical expo-
nents β = 1/9 and γ = 13/9. According to the hyperscaling
relation, the exponent associated with the entropy production
should read α = 1/3. Very recently, the value α = 0.32(2) has
been confirmed from numerical simulations in Ref. [33], in
full accordance with our theoretical predictions. The present
analysis not only puts on firmer basis the behavior of entropy
production at the criticality but also extends the hyperscaling
relation for nonequilibrium phase transitions.

V. CONCLUSIONS

Based on general considerations, the description of entropy
production at continuous and discontinuous (practically un-
explored) phase transitions was presented. Our main findings
are that continuous and discontinuous phase transitions can be
classified through specific (well defined) entropy production
traits in the realm of MFT and beyond MFT. Our approach
embraces fundamental aspects comprising the influence of
the lattice topology and symmetry properties. At the phase
coexistence, the entropy production presents a discontinuity in
a single (and well defined) point in regular lattices, whereas a
hysteretic loop is portrayed in complex networks. The former
case is also characterized by the existence of a crossing point
among entropy production curves for distinct system sizes. A
general description of entropy production in the framework
of mean-field theory for systems with Z2 symmetry was
presented. Our work is a relevant step in trying to unify
the description of nonequilibrium phase transitions through a
key indicator of system irreversibility. As a final comment,
it would be interesting to consider the critical behavior of
entropy production (and its allied quantities) for systems
displaying other symmetries and universality classes, to verify
the reliability of finite size ideas presented here.
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