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No modelo de regressão linear geral, com matriz de variância e 
covariância não diagonal, de modo que os dados são correlacionados, o 
melhor previsor linear não viciado de um vetor de dados futuros tem uma 
expressão complexa, obtida por Goldberger (1962).

Neste trabalho, apresentaremos condições necessárias e 
suficientes para que o melhor previsor linear não viciado de observações 
futuras nesse modelo tenha uma forma mais simples.

Válidas essas condições, o previsor terá uma expressão similar à 
do caso de inexistência de correlação. Dessa maneira, além da 
simplificação na forma matemática do previsor, teríamos a vantagem de 
poder calculá-lo sem o conhecimento de parâmetros relacionados com a 
covariância entre algumas observações.
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