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1 Introduction

The AdS/CFT correspondence [1] has provided deep insight into the intricate dynamics
of both gauge and string theories, much of which can be ascribed to the uncovering of
integrable structures on both sides of the duality [2-7].! On the string theory side, the
classical integrability of the sigma-model describing the superstring on AdSs x S° is rela-
tively well understood [9]. Though, in order to better understand the AdS/CFT conjecture
it is necessary to quantize the superstring theory. This, however, has not yet been achieved
using the conventional methods developed in the context of quantum integrable systems.

'For a comprehensive review of the role of integrability in the context of the AdS/CFT correspondence,
see [8].



It is, nevertheless, feasible and interesting to study string theory truncated to smaller
subsectors which are dual to closed sectors of the gauge theory [10-14]. Even though such
reduced models may lose some important properties of the full theory, such as confor-
mal invariance, they are still expected to be classically integrable, providing simpler but
nonetheless representative examples of the difficulties associated with the quantization of
the superstring theory on AdSs x S°. One important case is the Alday-Arutyunov-Frolov
(AAF) model [14]. It arises in this context as the consistent truncation of the superstring
theory in the uniform gauge to the su(1]|1) sector. It is interesting also to note that the
AAF model also appears in a subsector of type ITA superstrings on AdS; x CP? [15].

The AAF model is a particularly interesting example of a classically integrable model in
several aspects. It is the first non-trivial purely fermionic integrable model which is highly
non-linear and singular? when compared to the standard case of the fermionic Thirring
model. Such singularities in the context of integrable systems are hard to handle. One
example where such difficulties are present is the Landau-Lifshitz model [16-18], which
is generated by a string in the su(2) subsector. It has been shown that the complete
understanding of the quantum inverse scattering method is only possible upon careful
analysis of the singularities, the associated quantum operators, and the reconstruction of
the correct Hilbert space. Another intriguing aspect of the AAF model is its non-linear
structure. Unlike the simpler Thirring model where the interaction vertex is of fourth order
in the fermionic fields, the AAF model contains also a sixth order interaction term. As we
will see, this introduces further obstacles in the analysis of quantum integrability. It is the
purpose of this paper to understand the interplay among the several types of interactions
which in the end results in the quantum integrability of the model.

The AAF model inherits the classical integrability of the superstring theory on AdS5 x
S5, as the Lax representation of the full string sigma-model admits the same consistent
truncation [14]. This classical integrability was then conjectured to hold at quantum level
by [19], where the corresponding Bethe equations were derived from the knowledge of the
two-particle S-matrix and the assumption of the S-matrix factorization. In this case the
AAF model was regarded as a two-dimensional field theory and its S-matrix was computed
by perturbative methods.

The quantum inverse scattering method is the only reliable and desirable method to
account for all non-perturbative effects in an integrable model. Unfortunately, it has not
yet been developed for the AAF model due to its singular and non-linear nature. In this
situation, the perturbative approach is essentially the only available method to probe quan-
tum integrability and to obtain the Bethe equations without serious technical problems.
It is clear, however, that within the perturbative quantum field theoretic approach non-
perturbative information may be lost. Still, this does not happen in many known integrable
models, for which the quantum inverse scattering method leads to the same results as the
perturbative calculations. This happens because, in such cases, the S-matrix can be found
exactly to all orders. We mention here another interesting aspect of the AAF model which

2By singularity we mean the presence of derivatives in the interaction Hamiltonian which results in a
very singular quantum mechanical Hamiltonian and associated quantum conserved charges.



sets it apart from all other known classical integrable models. Namely, the highly non-
linear nature of its Poisson structure, which extends up to the sixth order in the fermions
and its spatial derivatives. In perturbation theory this information is not essential, but it
is very desirable to understand its effect within the quantum inverse scattering formalism.
Thus, until the quantum inverse scattering is fully developed and understood, perturbative
calculations are essentially the only working tool at our disposal.

There is, however, an alternative formulation of the AAF model, as explained in the
original work [14], since it is possible to perform a field redefinition to trivialize the Poisson
structure at the price of getting a complicated Hamiltonian. Nonetheless, both approaches
are plagued with the usual problems found in the quantization process of continuous inte-
grable models, which reflect the ill-defined operator product at the same point. Although
there exists standard discretization techniques that can, in principle, be used to avoid this
problem, they usually lead to very complicated results and, more importantly, they might
not be readily applicable to the more involved string model on AdSs x S®. Thus, it is de-
sirable to deal directly with the continuous AAF model, which should shed some light on
possible ways to overcome the fundamental quantization difficulties of the full string model.

Yet another possibility is to find an alternative gauge choice that linearizes the equa-
tions of motion. Actually, if the string model truncated to the su(1]|1) sector has its
reparametrization invariance fixed by means of the uniform light-cone gauge [20], it be-
comes a two-dimensional theory for free massive Dirac fermions. In this case the quanti-
zation is trivial and the spectrum can be easily obtained. However, it is not clear whether
the classical equivalence between the AAF model in the uniform gauge and in the uni-
form light-cone gauge survives quantization. The reason for that lies in the fact that the
conformal invariance, which is necessary for quantum gauge equivalence, is broken in the
reduction to the classically closed sector. That being the case, it is an interesting question
to quantize the AAF model in the uniform gauge and compare its spectrum with the one
obtained from the free action in [20].

In this paper we probe the quantum integrability of the AAF model in the uniform
gauge by analyzing the factorizability of its S-matrix. We proceed along the lines of our
earlier work [21] and consider the three-particle scattering within the framework of quantum
field theory. It is important to bear in mind that a necessary condition for a factorizable
scattering is the absence of genuine three-particle interactions. Clearly, this is, a priori, not
the case for the AAF model since it explicitly contains a three-particle interaction vertex.
In fact, we show that even in the first non-trivial order, the S-matrix factorization property
can be verified only if the higher order contributions are taken into account.

For our approach, it is convenient to assign canonical mass dimensions to the origi-
nally dimensionless fields of the AAF model. This naturally leads to introduction of two
dimensionful coupling constants, one for each interaction vertex. In this paper we analyze a
more general model, treating the coupling constants as independent, and derive a necessary
constraint to ensure the quantum integrability of the model. This constraint effectively re-
duces the number of coupling constants to one, which is in complete agreement with the
AAF model. Indeed, the original classical dimensionless AAF action contains only one
parameter A, and we show that our general constraint is consistent with this action.



The intricate mechanism behind S-matrix factorization is the same unveiled for the
Landau-Lifshitz (LL) model in [21]. However, in the AAF case, its verification is not
so straightforward due a substantially more complicated diagrammatic analysis. As a
result, the daunting perturbative computations make it hard to understand the various
cancellations necessary for the quantum integrability of the model. Moreover, some missed
factors in the previous literature have been revealed and corrected in this paper. They were
found in the process of proving the conditions for quantum integrability. In particular,
the Lagrangian for the interacting massive Dirac fermion in two dimensions, originally
derived by [14], has a missing factor of % in front of the three-particle interaction term. Its
absence would prevent quantum integrability, as a delicate fine-tuning between the coupling
constants of the different interaction vertices is required for S-matrix factorization. Even
though this missing factor does not affect the two-particle calculations performed in [19],
there is a further crucial overall sign difference, which leads to the derivation of the inverse
S-matrix instead of the proper one, changing all the subsequent analysis concerning excited
and bound states.

Several other technical subtleties, absent in the much simpler LL case, make the com-
putation of scattering amplitudes a much harder problem for the AAF model. First, the
fact that the theory is relativistic invariant demands a quantization with respect to a false
vacuum in order to render the propagator purely retarded. Nevertheless, the two poles
of the propagator should be carefully taken into account, and are essential in the analysis
of the continuity of the scattering amplitudes and in the cancellation of non-integrable
contributions. Moreover, the presence of spinorial products requires a great care in the
combinatorial analysis, making the higher order calculations quite involved.

The paper is organized as follows. In section 2 we give a very brief review of the AAF
model incorporating the factor missed by [14]. In section 3 we set up the AAF model as a
quantum field theory and prepare all the necessary tools for computing the two- and three-
particle S-matrices. In section 4 we give another derivation of the two-particle S-matrix
based on standard techniques. In section 5 we present our analysis of the three-particle
S-matrix and we show its factorization at the first non-trivial order. Finally, we collect
some important technical details in the appendices.

2 Overview of the Alday-Arutyunov-Frolov model

In this section we review the AAF model [14], which emerges as a result of the consistent
truncation of the superstring sigma model on AdSs x S® to the su(1|1) sector. Let us briefly
remind the reduction process.

The su(1|1) sector of superstring theory is defined to be the smallest sector of the full
AdSs x S° theory to contain all the states dual to the operators contained in su(1]1) sector
of N'= 4 SYM. The latter consists, in the N’ = 1 language, of gauge invariant composite
operators made of products between a complex scalar Z from the scalar supermultiplet
and a Weyl fermion ¥ from the gaugino supermultiplet. In order to proceed with the
truncation it is necessary to single out a string scalar field to be in correspondence with
the field Z from the dual gauge theory, while keeping only the time coordinate from AdS5



non-zero. The residual bosonic symmetry algebra can then be used to decompose the
original 16 complex fermions into four sectors, comprising 4 fermions each. It is possible
to reduce the superstring equations of motion to one of these sectors, and furthermore set
a pair of the remaining fermions consistently to zero. Next, it is tempting to put one of
these in direct correspondence with the gauge theory fermion W. However, this is not the
case, as a consistent truncation which keeps only one fermion non-zero is forbidden by the
cubic couplings arising from the Wess-Zumino term in the superstring Lagrangian. It is
important to bear in mind that the su(1]|1) sector of superstring theory does not coincide
with the su(1]1) closed sector of the dual gauge theory, since, to begin with, they contain
a different number of degrees of freedom.

In addition to the conditions discussed above, one must still fix the reparametrization
invariance of the superstring action. A fitting way to do this corresponds to imposing the
uniform gauge [13], which identifies the world-sheet time 7 with the AdSs global time t,
and fixes the only non-vanishing component J = J3 of the S® angular momentum to be
equal to the corresponding u(1) charge. By imposing the uniform gauge, the two bosonic
degrees of freedom remaining after the reduction to the su(1|1) sector: the S° angle ¢
corresponding to the scalar Z and the AdS5 global time ¢, are removed. In particular, by
solving the constraints introduced by this gauge choice, the angle ¢ can now be expressed in
terms of the fermionic coordinates. So that the remaining physical degrees of freedom are
purely fermionic. Remarkably, the two complex space-time fermions can be grouped into a
single two-component world-sheet Dirac spinor. Accordingly, the action for the truncated
model reduces to a non-trivially interacting Lorentz invariant action of the massive Dirac
fermion on the flat two-dimensional world-sheet.

The extensive details of the derivation, as well as the notations which we also follow
here, can be found in the original paper [14]. Our starting point is the classically integrable
AAF model Lagrangian (see the expression (5.3) of [14]):

2= 7= (0000 — ) + i (' D1 — Dhibp ) + v +
. S R
+ = (9 000 — A0p®) b — T (0" uep — Drip') v — 5 (90) " +
+ 56 (D00t Dp° g — B> D) + 5 (D) 0O, (2)

where the Dirac matrices p®, p! and p° are defined in appendix A in (A.3), and the Levi-
Civita tensor is such that "' = €19 = 1. By means of the following field redefinition:

1 - _ S
1/1—>1/J+1¢(¢¢), w—>¢+1¢(¢¢), (2.2)
one can simplify the Lagrangian (2.1) further, and write it in the form:
Laap = — T = 5 (5°000 — o) + in (9000 — 0yp'0) + Tt
o+ 5€ (D0at) Bp Ot — Datit) Dip™) — S (00) Dubp" O, (23)

It is important to emphasize here a significant difference in the last interacting term
of our Lagrangian (2.3) when compared to the Lagrangian (5.5) of [14]. The extra factor



% that appears in our Lagrangian is crucial, as we will show in the subsequent sections,
for the quantum integrability of the model, and was missed in [14].> As a result, this
missed factor had propagated to [19], where the two-particle S-matrix was obtained for the
first time. Although essential for the S-matrix factorization of n > 3 particles scattering
process, and consequently for the quantum integrability, this extra factor does not affect
the two-particle S-matrix calculation. However, another missed point, as we will explain
below, effectively changes the two-particle S-matrix of [19] to its inverse.

We stress that all these results have been obtained by analyzing the quantum
integrability of the model, which imposes a strong constraint on the coupling constants,
and then checking its consistency in the classical limit. This is explained in details in the
subsequent sections.

3 The AAF model as quantum field theory

Due to the highly non-trivial form of the Poisson brackets, which extends up to the eighth
order in the fermions and their spatial derivatives, it is not an easy task to directly quan-
tize the theory, defined by the Lagrangian (2.3), by the standard methods of the quantum
inverse scattering method. However, since we are interested in probing the quantum inte-
grability of the AAF model, there is an alternative framework: to consider the AAF model
as a quantum field theory and study the factorability of its S-matrix. In this section we
set up all the necessary tools for computing the two- and three-particle S-matrices.
The starting point is the action defined by the Lagrangian (2.3):

21 do
S—/dT/O %gAAFv (3.1)

which is not, however, explicitly Lorentz invariant. This can be readily fixed if we rescale
the world-sheet coordinate o
o— ——o0, 3.2
. (32)

leading to:
0 .
=2 [ar [ do |<1= 5 (00 0ut - 0ulp0) + 5 -
1 - - _ _ 1 _ _
= 57 (90at) 000510 — Dathtb Q™) + (o€ (00)" 0ul®00 | . (3.3)

As defined in the Lagrangian (3.3), the kinetic term has a (—1) sign in front of it, when
compared to the standard convention. There are two equivalent ways to develop the per-
turbation theory. One can work directly with the signs defined in (3.3), and in this case
one has to be careful with the mode expansion (see the next section), since the energy is
negative definite now. In other words, the particle and anti-particle operators are switched
in comparison with the standard textbook convention. Alternatively, we could modify the
Lagrangian and make the kinetic term, together with the energy, positive definite. To

3We thank S. Frolov for confirming this correction.



achieve this, we can make the transformation ¥ — (—1).%. On the classical level this
transformation does not change the dynamics of the model. The situation on the quantum
level is slightly more complicated. Firstly, the propagator will acquire an additional overall
minus sign, and, secondly, the poles will be switched, so that the corresponding positive and
negative energy states are interchanged, compared to the first approach. Both approaches
are equivalent, however, one cannot mix the two, as it appears to be the case in [19], and
which had led to the inverted S-matrix.* Here, we choose the second path, and make the
kinetic term positive by multiplying the classical Lagrangian by (—1).

Finally, we redefine the integration variable ¢ — o + 2\?7 as in [19], neglect the

VA
2 )

similarity transformation (A.5). Then, the action becomes:

constant term in (3.3), fix kK = and change the Dirac matrices basis through the

§— dT/fda [ (64 0uts — 0B 1) — G5 +
L as (V0at) ¥ Y2 Og1h — Oatpt) 851/17%)——6 () 0ah Y2050 | . (3.4)

Up to now, we have been working only with dimensionless quantities. However, for
our purposes it is convenient to assign canonical mass dimensions to the fields. To start
with, we perform the following coordinate transformation [19]:

o [ \/X : 0 1

% —y :ﬁxo‘, with z2° =7, z° =g, (3.5)

under which the action (3.4) becomes:

J - 2m -
_ 0 1 . o
S = / dy /0 dy {WW *ﬁw +

A _
VA0 (0,15 570t — Ot D 0) — 2 (515 0 00| . (36)

+87T

while the dependence of the fermionic fields in the original world-sheet dimensionless co-
ordinates is simply ¥ = ¢ (27r T, —ma +J > Identifying the term multiplying the factor

Y1) with the mass of the theory:
27

ﬁ?

m =

(3.7)

we can assert the mass-dimensions.

First, we note that A, the 't Hooft coupling, is proportional to I;2, where s is the
string length, so that the canonical mass-dimension assigned to the coordinates: [y] = —1.
Thus, as we demand the action to be dimensionless, we conclude from the kinetic and the
mass term that: [1)] = 3 and [m] = 1. Clearly, this amounts to [A\] = —2, hence, regarding
only the free terms, the mass-dimensions attributed to fields are so far consistent. However,
when we turn to the interaction terms of (3.6), we see that in the two-particle interaction

4See the discussion at the end of the section 5.3 on the relation between our results and the results
of [19].



term there is one additional mass-dimension, while in the three-particle one, there are two.
Therefore, one must introduce in the Lagrangian two coupling constants for the two- and
three-particle interaction vertices, and assign to each of them the corresponding dimension:
g2, with [g2] = —1; and g3, with [g3] = —2, respectively. The action (3.6), thus, becomes:

J
_ 0 1,79, . 7 92 _ap (7 7 3 _ a7 PO AN
S = / dy /0 dy [WW myy + e (VOath ¥ Y01 — Dathth ptp v°0)

93 aB(7.0N\2 9 7
— B () 0t 7 00 (38)

At this stage the two coupling constants are not independent, since they are derived from
the AAF model, containing only one parameter A\. However, it is interesting to relax
this condition, and consider a more general model in which the two coupling constants
are independent. This generalization is also convenient for the perturbative analysis, as
it allows to keep track of contributions from different vertices. Then, the requirement of
quantum integrability, as we will show below, relates the two coupling constants in a manner
consistent with the classical dimensionless action (3.6). For the rest of the parameter space
our generalized model remains a well-defined quantum field theory, though, non-integrable.

It is important to stress that our action (3.8) essentially differs from the one used
by [19])° in three aspects. First, there was only one coupling constant introduced in [19] for
both interaction vertices, which is not correct, since go and g3 have different dimensions.
In addition, as we have already mentioned above, there is an additional factor of % in the
last interaction term, which, as we will see, is crucial for the quantum integrability. And
finally, our action differs from the one in [19] by an overall sign. This choice has profound
consequences in the analysis of the quantum field theory defined by (3.8), as, for instance,
the sign of the free Lagrangian determines the role of creation and annihilation operators
in the mode expansion of the fields. In particular, we note that the sign choice of [19] in
(4.3) is not consistent with their mode expansion (4.5) and (4.6). Clearly this affects the
interplay between the interaction and the free Lagrangian, the more tangible effect of this
change being that the model defined by (4.3) is not quantum integrable, since its S-matrix
fails to factorize. Unfortunately, the analysis of [19] was not sensitive to this inaccuracy,
and as a result the correct S-matrix is in fact the inverse of the one obtained in [19]. This
requires further analysis of excited and bound states.

3.1 Quantization of the free theory

The next step it to canonically quantize the free theory defined by the action (3.8), in this
case, the massive two-dimensional Dirac fermion, satisfying the Dirac equation:

iy —mep =0 (3.9)

For the free theory the highly non-local Poisson brackets lead, nevertheless, to standard
equal-time anticommutation relations:

{vr@vt@)f =0, {urt@ v’ @)} =0, {¥@,v" @)} = i@ —a). (3.10)

®See equation (4.3) of [19].




The free quantum Hamiltonian becomes:

H = /dxl (—ith v ony + mipy) . (3.11)

and the field expansion takes the form (see appendix A for useful definitions):
vla) = [ T2 [alpyulp)e ™" + bpr)o(-p)e™?]. (3.12)
ota) = [ P2 [l o)) + ¥ (-pr)o(-pe 2], (3.13)

where pp = w(p). Inverting the relations (3.12) and (3.13), and using (3.10), we obtain the
canonical anticommutation relations for the oscillators:

{alkn),af (o)} =270k = 1), {o(k0) b (=p1) } = 20001 = p1). (319)

The Hamiltonian (3.11) reads, then:

1= [Py [al pr)atn) - 1 p)be1)] (3.15)

The fact that the AAF model is a relativistic invariant theory poses a further obstacle:
its propagator is not purely retarded. Therefore, one cannot proceed in the standard man-
ner (see, for example, [19, 21-23]) to compute the S-matrix, where this fact was paramount
to control the loop corrections, and to calculate the sum of all Feynman diagrams. Never-
theless, we can employ the same technique used in [24] to overcome this shortcoming. The
idea consists in quantizing the theory not with respect to its true ground state, but to a
pseudo-vacuum, which, by definition, is the state annihilated by the field operator:

»(2)|0) = 0. (3.16)

In this case, all anti-particle levels are left empty, and the S-matrix can be computed by
the same methods employed for the non-relativistic theories. Finally, from this “bare”
S-matrix one can obtain the Bethe equations, the solution of which enables one to fill back
the Dirac sea, and thus, reconstruct the true ground state [25]. It is important to bear
in mind that the filling of the Dirac sea should change drastically the spectrum and the
S-matrix. Naturally, (3.16) implies:

a(p1)]0) = b(p1)|0) = 0= H|0) = 0. (3.17)
We define the pseudo-particle states as:
al(p1)|0) = [p), b (p1)[0) = |), (3.18)
Then, it is easy to verify that:

Hlp) =polp), HI|p) = —polp),



hence, the operators af(p1) (a(p1)) and bf(p1) (b(p1)) create (annihilate) pseudo-particles
with momentum p; and energy pp = +w(p) and pp = —w(p). The physical vacuum
is, therefore, obtained by exciting all the negative energy modes of the pseudo-vacuum.
Finally, we obtain the purely retarded propagator:

d2 : —ip- (z—2')
b (3.19)

D(z — o) = (O[T (2)d(a)[0) = (if +m) /

472 p2 —m?2 + 2iepy’
with d?p = dpg dp1.

3.2 Scattering of the pseudo-particles in the AAF model

In the following, we will be interested in the computation of the two- and three-particle
S-matrix. For the sake of simplicity we will only consider the scattering between pseudo-
particles with positive energy (the excitations over the pseudo-vacuum created by a'), since
the scattering involving pseudo-particles with negative energy (created by b') can be easily
obtained by an analytical continuation to complex rapidities 6,

f=aecR =po€Ry and p; €R

- h6# and p; =msinh6, if '
Py = M COS and p; = msmihb, 1 {9:@%0[7 a€R=pseR_ and p; €R

Therefore, the pseudo-particles with positive energy are appropriately described by real-
valued rapidities # = a € R, accordingly the ones with negative energy are naturally
parametrized by imaginary rapidities § = im — o, € R. Since the S-matrix is a mero-
morphic function of the rapidities [26, 27], it simultaneously describes the scattering of
both types of pseudo-particles. In this case, without any loss of generality, we can take the
external states to be composed solely of pseudo-particles in the positive mass-shell:

[T<'@Dl0), 0|Hakz (3.20)
=1

For future convenience, we introduce the following notation for the interaction vertices,

Ip)

see figure 1, already writing them in normal ordering:

L L) = 9L 0B (0,0 DRIz — Dt Dt V) -

4m
= 63 (zﬁ“zﬁcaaw”aﬁwd - aaz/?aamzicwbwd) , (3.21)
L) = e s () 0atbOgt 1= —HI a0, (322)
where we defined the matrices
chﬁbd = %Eaﬁpac,bd, with P:=1s®7% —7* ® 1., (3.23)
« g o .
Hacﬁe bdf lﬁine ﬁQace,bdfv with Q=1 ® 1y ®4°. (3.24)

~10 -
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Figure 1. Interaction vertices in momentum representation.

4 Two-particle scattering

The two-particle S-matrix for the AAF model has been first obtained in [19].° Here we
give another derivation, based on a general technique which, in principle, can be applied
to a large class of integrable models (see, for example, [21, 23]).

The fact that the propagator is now purely retarded implies that the two-particle S-
matrix is given by the sum of bubble diagrams (and its spinorial twists), as depicted in
figure 2. Hence, we need only consider the contribution of the two-particle interaction term,
.,?I(Zz Without any loss in generality, we assume the incoming momenta’ to be ordered:
pi > p? and on-shell.

The two-particle S-matrix is then determined from the relation:
(R R2(SIp'p?) = SO, )0 (0", p K K2, (4.1)
where:
2
0L (0" 0% kY K7 = ax® [S(k] — pDO(KT — p}) £ 8(kT — pDO(RT —pD)], (42)
and the scattering amplitude is given by:
« ) (2)
(K K?[S[p'p®) = (K|t Zins 2 plp?)
= () + i1 [ 202 ') -
L, 1,2 (2) ;2 ? 1.2
KK | Ly doz ) JppT) e (4.3)
The non-scattering term is easily computed and yields:

(kK2 [p'p?) = 8P (', p? KL K2). (4.4)

5See, however, the above discussion on the sign difference.
"In the following, we will always write the space-time momenta as p,,, where p = 0,1 is the Lorentz
index and 7 =1, ..., n, the particle label.

- 11 -
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Figure 2. Bubble diagram for two-pseudo-particle scattering.

At the tree level, we need to evaluate:
WIS =ik [ 2 Po ')
= —iBy L (k'K / &’z zz‘)%z?cawbawd - aaﬁaaﬂ&6¢b¢d) p'p%). (4.5)
We can compute all the integrals to obtain the off-shell® tree level term:

(k'k?|S|p'p?)

= — 2L i (Ul + 05 ) P (U, - UR) (4.6)
g2 8m
+p? x p! (—U{f2 + Uz’q) P (U, + Ugl)} 4726@ (k' + k2 — p! — p?).
where we introduced the shorthand notation for the bi-spinors:

Uf;- =u(k) @ uk’), UL =u(p")u(p),

and denoted: eo‘ﬁp =p' xpl.
Taking the outcommg pseudo-particles to be on-shell as well, we can use the identity:
PO | <2
Ar252) (kl LR pt —p2) _ 20>< 01 5&)(]917102; k:l’kz)7 (4.7)
p p

together with the fact that for our ordering of incoming momenta p? x p' > 0 to write:

A 192 - 2
(RHISIp'p)| = —57% v} U P UL 600 0% K #). (4.8)
2
Finally, we compute the spinorial product

2 1

- pTXp
Un PUL, = Tl 2 0 (4.9)
0 Po
to obtain the on-shell tree-level amplitude:
<k1k2!5|p1p2>’ — 292 (? x p') 0P (0 p* KL k), (4.10)
g2 m

8To be more precise, the outcoming pseudo-particles are off-shell, though the assumption of on-shell
incoming pseudo-particles is not used in the derivation of (4.6), thus justifying calling it off-shell.
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The one-loop amplitude computation is rather more involved as it contains more terms
to take into account. Namely, we have to evaluate:

. 1 2
WS = - g ([ 2 e
= - ;Gggbdﬁzg,fh<klk2|T/d2x d’y [@aﬁcaa@bbaﬁlﬁ%eégaﬁ’f@éd’h—
— P PO g 0, 059 T ¢ — Dot Dpb Y PP B0, T 50" +
0D Da Y10, 605670 | 1p'pP), (4.11)

where to avoid cluttering, we denoted 1 = ¥ (x) and ¢ = 9 (y). Expanding the T-product,
we realize that only the terms with two contractions of the type

o 1
Vo Yo, or PP P
contribute. The other terms vanish identically, either because the inner product
('K f(a,aN)|p'p?) =0 or  (K'k*|g(,¢)|p'p?) o 0" — y)0(y" — 2°) = 0,
with f(a,a!) and g(¢, 1) being arbitrary functions. Hence,

N 2 _ _
K281 )|, =2 ()7 [k k) (P xpt) (Ol + O8) P Io(',p) P (UL, + UB,) —

92

— (v xp") (U~ U ) P L' p?) P (UL, + UR) -

— (K x k") (Th + U8 ) P 1", p?) P (U, — UR) + (4.12)

+ (ﬁﬁ - (751) P I(p', p*) P (U, — Ugl)}‘lﬂ%(z) (k' + & —p' = p?),
where I;(p',p?), i = 0,1,2 are defined in appendix B by equations (B.2), (B.3) and (B.4).

The completeness relations (A.13), together with our ordering for the incoming mo-
menta and the identity for the on-shell momenta:

(P> xp") (po+py) 1L (4.13)
(=73 0 +p2)° 2 '

lead to the following central relation between the one-loop amplitude and the off-shell”
tree-level amplitude (4.6)

(k'K?|S|p'p?)

—1g2 17.218(,,1,.2
=2 2><1<>k:l<:5 . 4.14
2 (" xp’) (5= )¢ 1517 (4.14)
Since the outcoming pseudo-particles are off-shell, equation (4.14) suggests that we can
regard the one-loop scattering amplitude as the interaction vertex in momentum represen-
tation, with the incoming momenta p' and p? on-shell, multiplied by some function of this

9Here we actually mean that only the outcoming pseudo-particles are off-shell.
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pair of momenta and the coupling constant. Therefore the n-loop scattering amplitude
corresponds to the product of n of these modified vertices:

—i n R
= [0t (22)] wwsiie

2

(k'K2(Sp'p?)

g2

n+1
on—shell 1
= 2( 492 (p* xp )) 5_(p", p* k' k), (4.15)

where in the last step, we took the outcoming pseudo-particles k' and k? on-shell.
We are now in the position to obtain the full scattering amplitude:

<k1k2|g|p1p2> _ <k1k2‘p1p2> + Z(klkz\g\plﬁ)

n=1 2
1— 192 2 %
= #5 (p17p2; kl? k2)7 (416)
1+ 2p2xpt
from which, by comparison with (4.1), we read off the S-matrix for the scattering of two-
particle,
1— 192 .2 X
S(p',p°) = —p P (4.17)
1+ Zgzp x pl

It is crucial to notice that our S-matrix is the inverse of the one derived by [19].

5 Three-particle scattering

In this section we analyze the S-matrix factorization, which reflects the quantum integra-
bility of the model. The first step in this program is to consider the S-matrix for the
scattering of three pseudo-particles and confirm that it can be properly written as the
product of three S-matrices for two-particle scattering (4.17). Before going into the de-
tails of the actual three-particle scattering amplitudes, just as we did for the two-particle
case in the previous section, we take a closer look at the factorizable expression for the
three-particle S-matrix, namely,

S p*p*) =Sk Sk, p*) S, p°)
L2 xpt 1= 20 xp! 120 < p?

1—1—’92;0 x pt 1—|—ﬂp x pl 1—|—192p x p?

n

:1—1—22[( )pxp—i—p xp'+p* xp?)| +

i <Zj¢> (* x p" 417 xpt) (b xp' 4 p* x p?) (7 x P+ X p?) +

+ O(g3). (5.1)

In the following, we will compute the three-particle scattering amplitude and show that
this necessary condition (5.1) is satisfied, up to the first non-trivial order in go and g3,
provided a very precise relation between go and gs.
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5.1 Diagrammatic calculations

In this case, we must consider the full interaction Lagrangian Zr,: = .,2”1(3 + .,2”1(22, as both

the initial and final states involve three pseudo-particles:
p) = [p'p*p’) = af (p1) a' (p7) a’ (p7) |0) and (k| = (K'K*K*| = (Ola (k) a (k?) a (K1) -

Similarly, we will assume without any loss of generality that the incoming pseudo-particles
are on-shell and have their momenta ordered: p} > p? > p$. The analyticity in the coupling
constants of the three-particle scattering amplitude implies:

(k|S]p) = (klp) + {k|3|p}| + (kISp)

, T (5.2)
g
where g stands either for g; or go. The non-scattering term is easily computed:
(k|p) = 3!(27)* A, [6(k' — p")o(k* — p*)5 (k> — p?)] . (5.3)

Here, we introduced the antisymmetrization operator, or simply, antisymmetrizator, de-

fined by: . |
Aglf(@)] = 3> sien(4)f(Ala)) (54)
A

with the sum taken over all possible permutations of (1,2,3) and the vector Alq| :=
(@, a2, ¢%).
For the tree-level amplitude we need to evaluate:

A . 2 3
(IStpl|, =i [ o (202 + 212) ), 55)
leading to the off-shel tree-level amplitude,

. 7 _
<k|S\p>’g = (31)* Ap [832 (K x k' +p® x p') Ul P UL, 2n6(K? — p?) —

i _
- % (k?’ X p3) Uf23 Q Ufz?,] 47725(2)(1{ -Pp), (5.6)

where we introduced the almost self-evident notation for the tri-spinors:

Ufy = a(k) @ u(k?) @ a(k'), UL, =u(p’) @ u(p’) @ u(p).
Proceeding in the same way as with the two-particle case, we can impose the mass-shell
condition on the outcoming pseudo-particles in the first term from (5.6), so that we can
apply the identity (4.7) and use the fact that for our ordering of initial momenta p’ x p’ > 0
if ¢ > j together with (4.9) to obtain:
g2

MSIp)| = = o2 o7 x p 4 9P 0! 40" 7] () -

? _
— (8% Ap [k x Uy QU3 | 4775 (ke — ). (5.7)
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It is crucial to realize that there is no identity similar to (4.7) involving the three
momenta. Hence, it is not possible to compute the spinorial product within the second
term in (5.6), so as to reduce it to an expression proportional to (k|p). Remembering that
for an integrable model the S-matrix is expected to be of the form:

(k|S|p) = S(p){kIp), (5-8)

it is then clear that not only one cannot derive the expression (5.1) in the tree-level approxi-
mation, but it is not even possible to write the S-matrix in the form (5.8). Even though this
seems to be a formidable obstacle to prove quantum integrability, it is not so. Indeed, the
same situation arises in a similar calculation for the Landau-Lifshitz model [21], where it

10

was found that such troublesome terms'" are cancelled out by certain contributions coming

from higher order (in g) scattering amplitudes.

We consider here the one-loop scattering amplitude to track down the contribution to
cancel out the second term in (5.6) and, thus, render the tree-level S-matrix factorizable.

2
- k|T [/ 2r (22 + 28 ))] p)
= 5T [y (20012000 + L0 2500 + 200 20w +
+ @25 W] p)
= V&, p) + V2 (k,p) + V3 (k, ) + V{” (k. p). (5.9)

(kSIp)| |
g

As noted in [21], this cancellation can only happen between the diagrams of the same
order in h.'' Clearly, all tree-level diagrams are of the order hY, hence, at this stage, we
can focus only on the first term from the expansion (5.9), V1(2) (k,p), as it is the only term
which contains diagrams of the zeroth order in A. The corresponding Feynman diagrams
are depicted in figures 3 and 4.

The analysis of the time-ordered product expansion goes along the same lines as in
the two-particle case, since only the two-particle interaction term comes into play in V1(2).
However, as there are now three pseudo-particles in the initial and final states, the contri-
bution of the terms with only one contraction becomes also non-zero. Therefore, one must
take into account the contributions coming from the terms containing only the following

contractions:
| — — 1 ar 1

Vb, 6, Vb ¥, or Db Db

98uch as the second term in (5.6).

We consider here the loop expansion which corresponds to an expansion in powers of A. Thus, it is clear
that diagrams with a different number of loops cannot cancel each other. Nevertheless, we stress that there
are two different coupling constants g2 and g3, the dimensions of which are such that the second diagram of
figure 1 and the first diagram of figure 3 are of the same order, and may cancel each other (we show below
that it is indeed the case). Therefore, one must consider all possible diagrams for a given order in A".
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T

<

Figure 3. Feynman diagrams for the one-loop scattering amplitude V1(2) (k,p). Here, the first
graph corresponds to the principal value contribution coming from the one-contraction terms, while
the second corresponds to the sum of the delta contribution from the one-contraction term with
the contribution coming from the term with two contractions.

R

(b)

Figure 4. Feynman diagrams corresponding to the one-loop amplitudes: (a) VQ(Z) (k,p) and

Vi (k,p), (b) V¥ (k, p).

The contribution of the two-contraction terms can be written in the form:

> L[ 3lg\? .
Ve (k. p) =3 (—4m> Ap i {U{g P[(p?xp') (K2xkY) Io(p',p?) + (B2 xk'—=  (5.10)
=~ 2 xp!) B! p?) — La(p',p?)] PUB, 870 (K + k2 —p! —p)o(k* ~p) }
with the integrals Io(p*, p?), I1(p', p?) and I(p', p?) defined in appendix B. Again, by using
the completeness relations (A.13) and imposing the mass-shell condition, we can employ

the identity (4.13) in conjunction with our ordering for the incoming momenta to conclude
that

. 2
Ve (k,p) = 2 <-fj§) [(0® x p")* + (0 x ") + (p* x p*)?] (k|p). (5.11)

On the other hand, the evaluation of the one-contraction terms is considerably more

complex, and can be written in the form:

3g\?
‘/1((21)0) (k,p) = <_92> Pacbd Peg,fn A k{ [ — (p' xp?) (K* x K*) I + e"‘ﬁ( (p' x p?) +

4m
;
(12 X )b ) Lo — Pk p Lag ]

< u%k%)ue<k:%>ug<k%>ub<pi>ud<p%>uh<pi’>}, (5.12)
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where the integrals I, I, and I,, are defined in appendix B by equations (B.5), (B.6)
and (B.7), respectively. One crucial feature of the aforementioned integrals is that they all
are proportional to a sum of the delta term and the principal value (p.v.) term:

m 2”[5 (B0 —w(A)) =3 (Ao +w(A)) +m, (5.13)
delta term p.v. term

where we have defined A = p! + p? — k.

This split of the one-contraction contribution plays an important role in the subsequent
analysis. As we will see, the contribution of the delta term from (5.13) to (5.12) will combine
with (5.11) to yield the factorizable S-matrix at one-loop, while the one coming from the
p.v. term in (5.13) will cancel the contribution of the three-particle interaction Lagrangian
at tree-level, which prevented S matrix factorability. Upon substitution of the integrals I,
I, and I, the expression (5.12) greatly simplifies,

3ligo\ > i
‘/i((21)0)(k7 )= <— gz) Ap,k{(l?2 xp' + Axk') (k2 xk* + Axp?) |:A2_7nz +  (5.14)

(620 = w(A)) = 8 (20 +w(A)) )] U{“QSWA)U&?,}M‘”<k—p> ,

where we introduced

M) =7 @ [f+m) @7 = @[ +m) @1y — 1@ (§ + m)y* ®7°
+12 ® 7 (¢ + m)y* @ 1a. (5.15)

The contribution of the delta term is easier to evaluate, as the delta functions imple-
ment the mass-shell conditions for the pseudo-particles with positive and negative energies,
respectively. Since we assumed the scattering pseudo-particles to have positive energy, the
condition Ay 4+ w(A) cannot be satisfied for any p and k, and therefore, we can disregard
the second delta function above. We can conveniently rewrite the positive-energy delta
function as follows:

1,2
(80 —w(a) = 520 a0k =) + 8k = 22)]. (5.16)

so that the delta function for overall energy-momentum conservation can be further sim-
plified, allowing us to use the identity (4.7) and our ordering of initial momenta to trivially
compute the spinorial products, along the same lines as with the two-particle case. After
long but straightforward calculations the delta term contribution reduces to:

. 2
4 <_421€;> (P x p")(P* x p) + (0* x p")(P* x p*) + (* x p")(P* x p")] (k|p).  (5.17)
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Equations (5.11) and (5.17) can be easily combined, yielding:

V? (k,p) =2 (—igz> (0% x p") + (0 % p?) + (p° x p")]? (K[p)+

4m
( 3ligy\ 2 P2 pl+AXE [E3 x 24+ Axp3] -
‘H<_ 4m> Abkp [ Ag]_[mg }U{Es”"(A)Ugw :
A4n?53) (k — p). (5.18)

Clearly, the first term in (5.18) amounts to the complete contribution to a factorizable
S-matrix at one-loop (5.1). It is worth pointing out that, according to the scheme pro-
posed in [21], the remaining terms appearing in the one-loop scattering amplitude (5.9),
Vi(2)(k, p), i = 2,3,4, must be cancelled out by higher order contributions so as to have a
factorizable S-matrix.

5.2 Continuity of the scattering amplitudes

Before moving onto the proof of the S-matrix factorization at first order, we pause to
address one important subtlety that arises during the evaluation of the integrals I, I,
and I, (see (5.12)), and which is intimately related to the formal proof of the S-matrix
factorization for quantum integrable models [26, 28]. Let us consider one of these integrals
(see appendix B, equations (B.5), (B.6) and (B.7)):

. s d2aq .
I= //dzm d%y e_”'A_’y'A/ 9 e”q’(x_y)D(q) (5.19)

42

— (Y +m) {45&) 16 (Ao — w(A)) — 6 (Ao +w(A))] + NimQ} 1725) (i — ).

Strictly speaking, the result in (5.19) is valid only for the Ag —w(A) # 0 case. Indeed, this
is the case for the standard situation of one pole on a real line.'> However, a new feature
in this model is that one needs to carefully take into account both poles of the propagator
in (5.19).12 Let us briefly explain how the computation is done (full details are given in
the appendix B.2). The contour of the integration over g is split into integrations over the
segments (—oo, —w(q) — €), (—w(q) + €,w(q) — €), and (w(q) + €,+00), which is what we
called the p.v. term, and the integrations over the two semi-circles around the two poles
at tw(q), which result in the d-function terms in (5.19). A very careful analysis of the p.v.
term shows that a typical integral to be evaluated has the form:

o — 5 >
/ dx sin(zn) si(ze) = { 2’ 772 62 , (5.20)
0

where n = Ag —w(A), and si(x) is the sine integral (see, for example, (6.252) of [29]). The
result in (5.19) is valid for 7 # 0, and, therefore, n% > €2, since we should consider the limit

"?This is often formally written as —— = Fimd(z) + p.v. ().

13We remind that although the relativistic propagator is a retarded propagator by the choice of the
false vacuum (3.16), one still needs to take into account both poles of the propagator when computing the
integrals.
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€ — 0. Let us note that the n = 0 point corresponds exactly to the integrability condition,
namely, to the condition that the set of initial momenta is equal to the set of final momenta.
In other words, the result in (5.19) is valid for the set of momenta which are not at the
integrability point. Let us now turn to the case for which 7 = 0. This corresponds to
the integrability point, and the integral (5.20) is equal to zero. Therefore, one in principle
will obtain a different result from the one in (5.19). This is somewhat puzzling, as one
would expect continuity of the scattering amplitude in the external momenta, and this
issue should not have come up. It is clear, however, that even though each separate term,
as the one above, should not be in principle continuous, the continuity in the external
momenta should be restored when the contribution of all diagrams in each order in A is
taken into account. The artificial singularity, that arises here in the point n = 0, appears
because we split “by hand” the scattering amplitude into several terms corresponding to
the integrals (B.5), (B.6) and (B.7).

This special point makes the analysis technically much more complicated, due to the
enormous number of permutations. Indeed, by considering one particular integrability con-
dition, corresponding to one fixed choice of the initial and final set of momenta, one needs
to explicitly write down all the terms in (5.12), consider separately the subset correspond-
ing to n = 0, and the subset for which 1 # 0. This is quite difficult to deal with, and instead
we exclude this special case by the following argument. To be more precise in our analysis,
we should, strictly speaking, consider localized wave-packet distributions, corresponding to
the scattering particles. In this case the special point 7 = 0 is never reached, and in fact
it should not even be taken into account. We then obtain the result in (5.19), which is
used below to show the factorization of the S-matrix. Let us note that the formal proof of
S-matrix factorizability for the quantum integrable systems requires consideration of such
localized wave-packet distributions (see for details [27, 28]). Thus, our consideration is in
complete agreement with the formal proof of the S-matrix factorization, and, therefore,
we will use the result in (5.19), as well as similar results for the integrals in (B.5), (B.6)
and (B.7) in appendix B.

Finally, we note that this difficulty does not arise in the calculation for simpler models,
such as, the Landau-Lifshitz model [21]. This is because the propagator of the Landau-
Lifshitz model has only one pole, and the special case n = 0 does not contribute, in other
words, the p.v. is simply equal to zero. In contrast, in the AAF model there are two poles,
and the n = 0 case produces a non-zero p.v. contribution. However, as we have explained
above by utilizing the localized wave-packet distributions, the p.v. should be a continuous
function of the external momenta, and n = 0 case plays no role in further analysis.

5.3 S-matrix factorization

In this section, we prove S-matrix factorization at first non-trivial order by showing that
the second term in (5.7) and (5.18) cancel each other. The idea is to rewrite them in terms
of rapidities, so that it is possible to compute the spinorial products without resorting to an
identity, such as (4.7), and then work out the antisymmetrizations. Consider the rapidities:

pf] = m cosh 6;, p’i = msinh 6;, k:(i] = mcoshn;, k:i = msinhn;, 1 =1,2,3.
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The non-integrable contribution at tree-level is easily evaluated:

; 3

295 7 - i — 0

B 16?51(3!)2“4””‘7 [k3 xp’ U{g% Q Uf23} = —iggm cosh ( E 772> F(n,0), (5.21)
i=1

where we introduced the rapidity-dependent function:

sinh (77715772 ) sinh (’71;’73 ) sinh (7’2;"3 ) sinh (791592 ) sinh (701593> sinh (792593)
\/cosh 171 cosh g cosh 13 cosh 07 cosh 0 cosh 03 '

F(77’9) =

(5.22)

The next step is to reduce the second term from (5.18) to the opposite of the tree-level

contribution (5.21), though in this case the calculations are considerably more involved.
First, we recast the argument of the antisymmetrizator in terms of rapidities:

[pzxpl—i—Axkl] [k3Xk2+A><p3]
A2 _ m2

8m?*G (n, 6)
\/ H§:1 cosh n; cosh 6;

G (n,0) = cosh (772;773) cosh <91 ;92) cosh <772g93) coth (771 ; 01) .
—0 —0 — 13— 0240
- sinh (77122> sinh (773 5 3> sinh (772 13 5 2+ 3) . (5.24)

Then, instead of directly antisymmetrizing it, it is more profitable if we rewrite G (n, 6) so

Ufz:aWA)Ugls == ) (5'23)

where

as to minimize the number of hyperbolic functions depending only on the difference of one
1 and one 6, obtaining, thus the following decomposition:

8
G(n,0) = EZAZ- (n,0), (5.25)

=1

with the factors A; (n,0) defined in appendix C by (C.1)-(C.8). It is clear then that we
can apply the antisymmetrizator at each A; (n,0) independently. Remarkably,

-’49777 [Al (777 0)] = 07 fori = 27 4’ 57 7 and -’49,77 [AG (n’ 0)] = A@,’r] [AS (77, 0)] : (526)

We give the long explicit expressions for the non-zero terms in the appendix C. The ex-
pression for G (n, 0) is considerably simplified upon antisymmetrization

A [G (1,0)] = %Agm (41 (m,0) + A3 (1,0) + 245 (n,0)], (5.27)

but not yet reduced to the opposite of (5.21).

In addition, there is still the condition of overall energy and momentum conservation,
which has not been so far imposed on (5.27). In fact, as we restrict the two-momenta to
this submanifold, by implementing the overall delta function (2 (k — p), we have shown
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that both Ay, [As (n,0)] and Ay, [As (1,0)] vanish identically. The most straightforward
way to do this is to consider light-cone momenta:

pii:eie and ki—e (i=1,2,3),
for which the mass-shell condition is convenient recast as:

. 1 1
pl=— and k' =
Py K

This provides a suitable way not only to write Ay, [A3 (n,0)] and A, [As (n,0)], as they
depend only on hyperbolic functions, but to implement the conservation of energy and
momentum without introducing non-linear relations amongst the two-momenta. Then,
after very long and tedious calculations one finds:

Agn[A3(1,0)]6% (k —p) =0 and Ay, [As(n,0)]5? (k — p) =0. (5.28)

Thus, we obtain:

(31)% Ao [C (0, 0) 15 (k—p) = § (8)2 Ay, [ 41 (1.0) — As (n, 0) 5 (k — p)
3
9 cos n; — 0; sinh (M2 o (M
_2h<;2)h<2>h<2>
2 =13 . 0h — 02 . 6 — 03
)smh( 5 )smh( 5 )

(
- sinh (92;93> 6?2 (k —p). (5.29)

[\)

And finally,

[ 3liga\? PP xpl+Ax k'] [k3 x k2 + A xp?
Z(_ 4rrgLQ> Ak’p{[ AQ]_[m2 ]U123M(A)U§13 47?6 (k—p) =

3
= igam cosh <Z i ; 91) F (n,0) 4725 (k — p). (5.30)

Noting also that there should be a factor of 476®) (k — p) multiplying the tree-level non-
integrable term (5.21), we can easily conclude that the term which prevented S-matrix
factorization at tree level (5.21) is indeed cancelled by the p.v. contribution coming from
the one-contraction diagrams at one-loop (5.30), provided the following constraint on the
coupling constants holds:

95 = g3 (5.31)

This is one of our central results, which provides the necessary condition for the quantum
integrability of the AAF model. Note that this condition is in complete agreement with
the mass dimensions assigned to the coupling constants g2 and g3, and the classical La-
grangian (3.8), as discussed in section 3. Indeed, with (5.31), one can easily go back from
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the Lagrangian (3.8) with coupling constants to its dimensionless counterpart (3.6) with
the correct coefficients.

Therefore, if we denote g = go, the scattering amplitude for the three-particle scattering
becomes

(k|S|p) = {1 n 2i K_irgn) (b7 0" +9° xpt 41" pz)r} (K[p) + O(g%), (5.32)
n=1

where we included the one-loop amplitudes VZ.(Q) (k,p), i =2,3,4 in O(g?), for
2 2 2
V2 (k,p) ~ Vi (k,p) ~ gags ~ ¢° and V,?) (k,p) ~ g} ~ g".

The first term in (5.32) corresponds to the factorizable'* three-particle S-matrix at second
order in g. Consequently, in order to have S-matrix factorization even at tree-level, it is
mandatory to consider higher loop amplitudes, as they yield the counterterms for lower
order non-integrable terms.

It is not difficult to see that this remarkable scheme of cancellations would have been
completely ruined had we not corrected the factor of % missed by [14] and the overall
sign difference in comparison with by [19], as they were paramount for the intricate fine-
tuning between the interaction terms required for S-matrix factorization. Rectifying the
signs in the action (3.8) had profound consequences in the analysis thereafter, the most
notable being that instead of deriving the S-matrix proposed by [19] we obtained its inverse.
Remarkably, our two-particle S-matrix (4.17), written in terms of rapidities:

1 — 92 ginh (6; — 6)
1+ 92 sinh (61 — 62)

S(01,62) =

(5.33)

is very similar to the S-matrix for two-particle scattering of the massive Thirring model:

_ig 0—0’
1 ] tanh =

n _
SThirring(07 0 ) — 14 % tanh % . (534)
We can now write down the correct Bethe equations for the AAF model:
eiJmsinhGZ' _ H 1+ % sinh (91 - Hk) (535)
1 — Mm% ginh (0; — 6;)

ki 4

which is the first step in analyzing the bound and negative energy states, and obtaining
the physical S-matrix and excitations for both repulsive and attractive cases [19, 30, 31].

We conclude the paper by making a comparison with the analysis and the results
of [19]. Towards this end, we start from the original AAF action (3.3) and consider the
transformation:'?

T——T, 00— —0, p*——p (5.36)

" Compare (5.32) with (5.1), which we derived only from the knowledge of the two-particle S-matrix.

VA

7 and change the Dirac matrices basis through (A.5).

15Here we also neglect the constant term, fix x =
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Then the action becomes:

2nJ

VA vy T, 4 - Y.
5_2/657/ do {(xv OaX — X Y*X) — XX —
7r 0 2

1

= 7€ (Xax X 7° 05X — Baxx Isx v°X) — %eaﬁ (XX)? 0ax Y 0px|,  (5.37)
where we have denoted x(7,0) = 1(—7,—0c). This action differs from our action (3.4) by
the sign of the quartic term, and this is essentially the action considered by [19], written
in terms of the field x(7,0). Thus, the two actions are different already on the classical
level. Careful analysis shows that the S-matrix of [19] corresponds to the scattering of the
x-particles, rather than the original i-particles. It is easy to see from the mode expansions
for both fields, that going from x(7,0) to ¥ (7, 0) corresponds to interchanging the particle
and anti-particle operators al «— b, as the transformation (5.36) involves time inversion.
Hence, it is not surprising that our S-matrix (5.33) is the inverted result of [19], and to
make a connection between the two results we must change the coupling constant go — —gs.
Indeed, our general result (5.33) explicitly shows this.
It is important to emphasize, that our quantum integrability condition (5.31) is invari-
ant under the transformation go — —go, and consequently, both models (3.8) and (5.37)
are integrable. Finally, we stress that even though this action arises from string theory,
our generalized model with two independent coupling constants is an interesting case to
investigate on its own, where both repulsive and attractive cases should be considered
separately [30, 31].

6 Conclusion

In this paper we have considered the quantum integrability of the AAF model, and showed
the S-matrix factorizability in the first non-trivial order. As we explain in the main text,
the AAF model requires introducing two dimensional coupling constants, and one of our
main results is a necessary relation between these coupling constants in order to guarantee
the quantum integrability. With this quantum constraint we were able to reveal and correct
several missed factors in the previous works, as well as to derive the correct S-matrix. The
latter is the inverse of the one found in [19]. This also changes the analysis of bound
and negative energy states. In the process, the mechanism behind the cancellations of
non-integrable parts is understood at the perturbative level.

As discussed in the introduction, the AAF model is a very interesting fermionic in-
tegrable model, which is considerably more complex than its simpler fermionic Thirring
model counterpart. While for the latter we have a number of techniques to understand its
quantization, for the AAF model this is not the case due to its complexity. Even though
the quantum inverse scattering method is a relatively straightforward procedure, in the
AAF model the main difficulty lies in the type of the interaction Hamiltonian, namely,
in the singular behavior of the quantum mechanical Hamiltonian and all other conserved
charges. Let us note, that in the Landau-Lifshitz model one encounters exactly the same
type of singularity, and the development of the quantum inverse scattering method required
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considerable effort and careful analysis of operator products and their regularization, as
well as the construction of the correct Hilbert space [16-18, 32]. It has also been shown
that the self-adjointness of the operators is essentially equivalent to the S-matrix factor-
ization. It is desirable to perform a similar analysis for the AAF model, and we plan to
do it in the future. The lattice version of the AAF model should be also understood in
the process. It would be also interesting to compare the two extended Hilbert spaces for
the two models. Indeed, we do not expect that the constructions of the self-adjoint op-
erators and corresponding extensions should coincide, as they carry a different number of
degrees of freedom. Moreover, one should understand whether the two extensions can be
accommodated in some larger space to fit both fermionic and bosonic degrees of freedom.
This will be a very important step in understanding the correct Hilbert space for the entire
string on AdSs x S5, as we have emphasized in [16-18].

While the AAF model has some similarity to the Landau-Lifshitz model, there are a
few distinctions that make the AAF model a more intriguing theory. In particular, the
Poisson brackets structure in the AAF model is highly non-linear, due to the presence
of the time derivatives in the forth and sixth order of the interaction vertices, extending
up to the eighth order in fermionic fields, which makes it quite difficult to develop the
standard quantum inverse scattering method. While there are examples of such models,
for instance the anisotropic Landau-Lifshitz model where the standard commutation rela-
tions between the fields should be modified in the quantum theory, resulting in non-linear
Sklyanin algebra, it is hard to deal with such theories. Besides that, there is a deep relation
between the algebraic structure and regularization of the singular Yang-Baxter relations.
In addition, the non-linearity in the commutation relations in the AAF model already ap-
pears in the classical theory. This is somewhat unusual, and may lead to the loss of some
non-perturbative effects in the perturbative analysis. For other known models this does
not happen, and the S-matrix perturbative calculations have produced consistent results.
However, strictly speaking, the perturbative S-matrix calculations are not reliable, and the
full picture can be understood only within the framework of the quantum inverse scattering
method. Therefore, developing the latter, together with the careful analysis of bound and
negative states, as well as construction of the physical S-matrix and excitations, should be
the main focus in the future investigations.
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A Two-dimensional Dirac equation

Consider the two-dimensional Dirac equation:

(198 —m) ¢ (x) =0, (A1)
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with the Dirac matrices v*, u = 0, 1, belonging to the SO(1, 1) Clifford algebra:
VA A =0, (A-2)

where the two-dimensional Minkowsky metric is n = diag (1, —1) and the symbol 1, stands
for the 2x 2 unit matrix. In the main text, we consider the following faithful representations

of (A.2):
-10 01
0 1 5_ 01
= = = A3
P <0 1): P <1-0>7 p PP (A.3)

01 0 -1
0_ 1_ 3_ 0.1 A4
y <10>7 v (10)’ 72 =", (A.4)

which are related by the similarity transformation bellow:

and

v, = (1), (a5)
A.1 Plane-wave solutions
Substituting the plane-wave solution:
Ya(x) = e P Pug(p), with p-x=n"pua,. (A.6)
into (A.1) leads to the equation of motion for the spinor:
(p —m)ua(p) =0, (A.7)

which has non-trivial solutions, if and only if,
det (p —m) =0=m? —p? =0,
i.e., if and only if, the momentum p is on mass-shell, solving this condition for the energy,

po = \/p? + m? =: w(p). (A.8)

The normalized solutions of (A.7), with positive and negative energy, are:

we get:

— w{p _ w(p
U(p) - w(p)-i—pl 9 U(p) - _ W(p)—pl . (Ag)
2w(p) 2w(p)

Therefore, the plane-wave solutions for the Dirac equation in two dimensions are:

Yy(z) = e P P u(p), with (P —m)u(p) =0,
= 0.

wf(l') = eip-x 'U(—p), with (]5 + m) U(—p) (AlO)
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A.2 Completeness and orthonormality relations

The solutions u(p) and v(p) (A.9) satisfy the orthonormality relations:

uf (p)u(p) = 1, v (pv(p) =1, (A11)
uf (p)o(p) = 0, vi (p)u(p) = 0,
as well as,
7 —_m_ 5 —__m_
u(p)u(p) = wp(p)a o(p)v(p) = pw(p)a (A.12)
i — 1 x] — 1
u(p)v(p) = ()’ v(p u(p) = o)
where the conjugate spinors are defined in the usual way: @ = uf7? and v = v40.
Finally, the completeness relations for the spinors u(p) e v(p) are:
_ p+m _ p—m
u(p)u(p) = , v(=p)o(—p) = . A.13
) = ooy, v(-pa(-p) = 5 (A.13)
B Table of useful integrals
Let D(q) be the propagator in momentum space:
D(q) = . B.1
(9) q%® — m?2 + 2ieqq (B-1)
The relevant momentum space integrals for two-particle scattering are:
1,2y _ d*q 1 2
Io(p,p°) = TWQD(QW@D(]? +p°—q) (B.2)

_ Py + P 1 2 2 1

= D= 2 5 g (P Hm) @ m) + (7 +m) @ (F +m)] + Do,
2

Li(p',p?) Z/ZWZ [(p" +p* —q) x q] D(q) ® D(p" + p* — q) (B.3)

2 1,1 2
- 4& iigf?ﬁipﬁgv (P +m)® (PP +m) — (B +m)® (p' +m)] + D,

L(p',p*) = / frg [(p" +p° — q) x a)° D(q) ® D(p" + p* — q) (B.4)

2 1\2 /1 2
- z(ﬁljp%x—ppf)!(z(fljo:pg())g (8" +m) @ (F° +m) + (F° + m) @ (" +m)] + Do,

where D;, ¢ = 0,1, 2 stand for their respective divergent parts.
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For three-particle scattering the following integrals are also needed:

. x 2 .
I—//d% d?y e_i“’”A_’y‘A/dqe’q'(x_y)D(q) (B.5)

472

= (& +m) {45(2) [6 (A0 — w(A)) = 5 (Ao +w(A))] + AQimQ} 47%6) (k — p),

: & [ d3q
In = //d2m dy e_m'A_Zy.A/q e ¥ gaD(q) (B.6)

472

= 80 (@) { 275 1 (B0 = (A)) = 6 (B0 + wl@))] + s 4720 (- p),
[a'y = ﬂ d’*z d2y e i A—iy- A / Z;g el (xiy)QOchD(Q) (B'7)

= 80l (A4 m){ 2T 3 (B0 Q)-8 (B0 4 AN 550

! 2}47725(2)(k—p),
where A = p' 4+ p? — k! and A = p? — k2 — k3.

B.1 Integrals for two-particle scattering: computational details

In this small section, we quickly outline the main steps involved in the evaluation of (B.2)
and comment on some of the nuances of the result. We note that the presence of factors
such as (pl +p? - q) X ¢ in the other two integrals, i.e., (B.3) and (B.4), do not introduce
any serious technical complication, despite increasing the superficial degree of divergence.
Before going into the details of this calculation, we would like to stress that despite the
apparent symmetry with respect to the momenta p' and p? in (B.8), which manifests in
the dependence of the integral only on the sum p' 4 p?, this is not the case. Indeed, as we
already discussed in the beginning of the section 4, one must choose a particular ordering
for the incoming momenta p} and p?.!% Therefore, after integration over qo, the position of
the poles will depend on this ordering, and, as a consequence, the final answer may depend
not only on the sum p'+p?. In fact, this is the case, as the explicit calculations below show.

We can easily perform the integration over gg of the integral

Pq _ig+m) i+ —g+m)

I(p'.p") = | = :
W)= | a2 =+ ey (p' +p? — q)° — m? + 2ie (pf + p§ — o)

, (BB

by closing the integration contour in the lower complex half-plane, so that it encloses two
of the four simple poles of (B.8), as depicted in figure 5. The remaining integration over
q1 can then be reduced to the following form:

1,2y 1 fq1)
oY) = o 1 2P /dql (@1 —pi —in) (0 = p? +in)’ ()

where f(q1) is a polynomial in ¢; of degree two with some coefficients, but still symmetric
in the external momenta. It is important to notice that 7 is a function of € and the external

1611 this paper we choose p > p?.
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Figure 5. Pole prescription and contour of integration for computing the integral over gq in (B.8).

momenta, which has the following form:

depopg (o + 15)
(p} — 1) (p* +p2)°

From this expression it is clear that in order to perform the remaining integration over ¢;

one must choose a concrete ordering of the incoming momenta, which fixes the positions of
the poles, and ensures that 7 is a well-behaved function. This in turn breaks the symmetry
between p! and p?, as it is clear from the denominator of (B.9).

Noting that

/ dq (ag® +bg + c)
(

q—pi—in) (g—p3+in)

dx n
(x — P_ —in) (x + P_ +1in)

:[a(P2+Pi)+bP++c]/

—i—a/dx, (B.10)

where we wrote f(q) = ag® + bg + ¢ and introduced

1 .2 1_ .2
P, = I% and P = u’
we can finally use
dx i
= B.11
/(x—P_—in)(I+P_+i77) |P_| ( )

to obtain the result (B.2), with

Do=2a lim A where a=- (p6 +18) (V" + 4 @) + (p1 +p1) (VW' +4 @10 .
—00
(B.12)

B.2 Integrals for three-particle scattering: computational details

The computation of the integrals (B.5)—(B.7) is considerably more involved and exhibits
some interesting features, which are essential for demonstrating the S-matrix factorization
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Kd

Figure 6. Integration path I' for the first term in (B.15).

property. For the reader’s convenience, we outline here the main steps for evaluat-
ing (B.5). We note that the other two integrals, namely (B.6) and (B.7), can be computed
by exactly the same method, and the extra factors of momentum introduce no serious
technical complication.

Introducing light-cone-like coordinates: * = 4 +z_ and y = x4 —z_, (B.5) becomes

14 // P, dip e (A+R) mieo - (A=A / P sigo._ild+m) (B.13)

472 q% — m?2 + 2ieqq

We can then integrate over z, to obtain the overall energy-momentum conservation delta
function §(?) (A + A) = 6® (k — p). Rescaling, z_ — — 3 and using the exact decom-
position for the propagator:

1 1 1 1
_ _ , B.14
@2 —m?2+2ieqp  2w(q) [qo —w(q)+ie qo+w(q)+ ie] ( )
we obtain:
fees [T 4 Ty,
42 (¢ qo —w(q) +ie  qo+w(q) +ie

(B.15)
For computing the integral over go of the first term in (B.15), we introduce the inte-
gration path:

F:{qo, qo € [—A,w(q)%)U(w(qu,A} (B.16)
qo—w(g)=ec, 00,7 (Co) ’ ‘

depicted in figure 6. Then,

dqo (¢ +m) e i _ A o (f +m)e iz
/ﬁ)qo—wmwe:iﬂ%o{[/ " ] w-wa)
—iz%qo d
o [(d +m)e } q0=w(q) /C6 Q()—qu(q)}
][ C;i d + m —iz0qo % [(q " m) e—iOEOQO]

do — W(Q)

+

, B.17
qo=w(q) ( )
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which is nothing but the sum of a principal value term with a delta term that gives rise to
the decomposition (5.13). The second term of (B.15) can be computed in the same vein.

Hence,
. dqy Z'e_ixlql ) ) 0
I: d2l‘ €m A\/ {— |: + m)e 1T qo _ + m)e 1 qo :| +
/ 21 2w(q) 2 (i +m) go=w(q) (+m) go=—w(q)
dgo —ia? [ 1 1 }} 25(2)
5 (e m)e e - 4726 (k — p). B.18
£ G m e | araw v (15

As stated above, the terms in the first line of (B.18) will contribute to the delta terms
in the decomposition (5.13). In order to conclude this, it is only necessary to group the
exponentials together, and realize that one can safely exchange the order of integrations to

QO—W(Q)] } -

o [5(A0 —W(A)> - 6<A0 +w(A))] (B.19)

obtain a delta function from the integration over x. Namely,

. il .
/de el A dqrie”™ % {—; [(ﬂ—#—m) e~ "0

21 2w(q) — (g m)e

qo=w(q)

_X4+m
 4w(A)

Deriving the p.v. contribution demands more work. First, let us denote the principal
value integral from (B.18) simply as / and note that:

. 1 o 1 1
-+ )LJo—w(fJ) (IO+W(Q)] 7eld) {qzo—w(q)JrQova(q)}Jr

) 1 1
ot +m) [qo —w(@) +W(Q)] - (B20)

Hence, if we use the identities:

o0

][ % e [qo —1w(q) W +1W(Q)] - _i.sm (W(Q)xo) /e oodzz i (x02> (B2
fom e oot wrom) = e (@) [T Tan(ans). @22

where we left implicit the ¢ — 0 limit, we can write:

- dgy ie~i@'a 2i
_ 2, iz A - 0 0
f _/d ve 2 2w(q) { x w(q) cos (w(q)x )

. / dz sin (moz> 476 (k — p)

z
. izl (A1—q1) —e 7 4 )
— |2 e @z 0_ b iz [Ao+w(q)—7]
g [ o [ )5 {lan ot e *

+ [w(@® + @y +m] ein[Ao—w@—zl} 4775 (k — p) . (B.23)

2 (a7 +m) sin (w(a)2”) } :

s

Next, we exchange the order of integrations so as to evaluate the integrals over z! and
20 first. The integration over ! factorizes and clearly yields a delta function, which can
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then be used to integrate over ¢, casting g1 = Ay. The situation involving the integration

over .TO

is, however, more delicate. Here the limit ¢ — 0 plays a paramount role, as it
removes the point z = 0 from the integration domain, thus, removing the ~ % singularity,
and we can safely proceed as before. Namely, integrate over z° to obtain a delta function,

which in turn allows us to perform the integration over z. Concluding, thus, that:

o WA — Ay —m WA+ Ayt +m 225(2) (k _
I= 2w(A) { Ao+ w(A) * Ap —w(A) } ok -p)
_ &+ m) A“}j nﬁ:;) 4725® (k — p). (B.24)

Finally, by adding (B.19) and (B.24) together, we obtain the desired result, (B.5).

We stress, however, that a careful analysis of whether the factor Ay £ w(A) vanishes
is of great importance, as it may imply divergent or discontinuous scattering amplitudes
(see section 5.2 for the discussion of this subtlety). The plus case is easier to understand,
since we deal only with pseudo-particles with positive energy, and thus, if we impose the

mass-shell condition,'”

one easily sees that such a polynomial has no real roots. This is
obviously not the case for the on-shell polynomial coming from Ay — w(A), which can be
solved, say for k', giving k' = p' or k! = p?. Although we can still perform the integrations
over z¥ and z as we did above, even if Ay —w(A) = 0, the result is obviously not the same

s (B.24). In fact, it changes in such a way as to avoid any divergencies coming from
the vanishing of the denominator. There remains only the question about the continuity
of the forthcoming scattering amplitudes as we approach the integrability point. But as
discussed in the main text, this issue can be dismissed by considering localized wave-packet

distributions, because in this case the condition Ay — w(A) = 0 is never satisfied.

C Tree-level factorizability computational details

In this appendix we collect all the additional formulae needed for computing the cancel-
lation of the spurious contributions that prevented S-matrix factorization. The factors
A; (n,0) which provide the decomposition (5.25) of G (0, ) are:

A1 (n,0) ZCOSh(nZ;?B) cosh<91502> cosh<02;93> csch (771;91) Sinh<n2;ng) .

2m —601—0 2 — 20-
: sinh<m212> sinh<772+77233> , (C.1)

4o (n,e)——cosh<”2—”3> < - 2) <02;03>Csch <m;91> |

e

A3 (n.6) :cosh( ) b1~ > < > (771;01) sinh<"2;73) |
L)

"Remember that A = p! + p? —
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0,10 0o—0 -0
- < ! 2) cosh<23> esch (771 1> '
. sinh? <772;773) sinh(91;02> , (0.4)
h

91_92 771_01 . 92—03
s( 5 )csch( 5 >s1nh< 5 )

. sinh<2771 > (772 +n3— 293) .
Aot ) o (5 o (52 o (52 pon (252)
: sinh<02_93> Sjnh<2m_91_02> ’ o
2 2
A7 (n,0) =— cosh? <772_773) Cosh(el_%) csch <771_01> Sinh<91_02> .
2 9 D) 5
: sinh<0293> Smh(M> 7 o
2 2
As (1,0) = cosh’ 271 ) cosh 01 =0 csch m =61 sinh [ 21
2 9 5 5
) sinh<91;92> Sinh(02;93> . o)

Bellow we give the explicit expressions for the non-vanishing action of the antisym-
metrizer on the factors 4; (n, 0):

1 —0 .y )
(3')2 Ae,"? [Al (7”,0)} :4{CSCh |:n1 5 1:| csch |:771 5 2:| csch |:7]1 5 3:| Sinh(n2—’r]3) )

. [3 Smh(%?l—’h—%> _ sinh<4m +nat3—201 —292—293> B

2 2

A1 — Mo — 12 — Mo —Ta —

Cgn (Ao =200N (Am 203 =205
2 2

4ny —n9—n3—20 2 —2601—20
—Sinh< m 7722773 3>—|—sinh< 771+772+77; 1 2>_|_

2 2601 —20 2 205 —20
+sinh< 771+772+773 1 3) < 771+772+773 2 3)+

2n1—"n9 — 201 —204 211 —"n9 — —29 260
—|—s1nh< m =12 773+ 1 > ( M —12 775 1+ 2>+

2m1 —n9 — 201 —205 211 —n9 — 201 +260
—|—sinh< i —n2 ?73+ 1 ) < N1 =12 773 1+ 3>+

2m1 —n9— 205 —20 2m1 —n9 — 205 +20
+sinh< m—"n2 3+ 2 3) <771 Ne—n3—202+ 3) n

—0

+ csch [7722 1} csch [7722 2] csch [7722 } sinh(n; —n3) -

: [3 sinh <771_2772+773> +sinh <771 +4n2+13 —2291 —202—203 ) B
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—4 20 —4 —20
_Sinh<n1 772+773 1) Sinh(m 772—2%3 2)_

—sinh

2

(771 4n2+n3—293) e h<771+2?72+773—291—2(92)_
: 771+2772+773 201 —203 : 771+2772+773 202 —203
—sinh —sinh

_|_

n— 2772+773+291— 771—2772+773 26,426,

+ sinh

_'_

}_

+ sinh

n— 2772+?73+202—293 ?71—2772+773 205+ 205

+ sinh

(" ) < )
<{ ) ( )

—esch | B2 1} sc [n3g9 ]csch {773;9 } sinh(n; —ng) -

— 4ns —2601 — 2605 —26
-[%mh(mﬂh )+sinh(m+n2+ 13 1 2 3)_

2 2
. 771+772—4773+291 . 11 +n2 —4n3+205
— sinh —sinh 5 —
: 4n1+n2— 4773+293 . n+n2+2n3—201—20-
—sinh —sinh 5 —
2n3—261—26 213 —265—26
_Sinh<7h+772+ N3 — 201 3>_Sinh<771+772+ 13— 202 3)+
-2 201 —204 -2 260 26
+Smh(771+772 134261 ) (771+772 n3—201 + 2>+
-2 201 —205 -2 201 +20
+Sinh<771+772 N3 +201 ) <"71+772 N3 —201+ 3)_|_
: <771+772—2773+292—293> < 1+772—2773 292+293>]}
+ sinh

. sinh( 292) sinh(algeg) sinh<92;03) , (C.9)
1 —6 —6 -0
(31) As,p [Az (n,0)] :4{—csch <77321> csch (77322> csch <773 5 3) sinh(n; —n2) -

-2 -2 -2
. [sinh(nl—i_?72 773) +sinh(m+n; 91>+Sinh<m+n; 02) +

—20- 213 — 261 —26
m+n2 3>_Sinh<771+772+ 77; 1 2>_
771+772+2?73—291—293> ) <?71+772+2773—292—293>
—sinh +

(
(", 2
(
(

2 2
1 +772+291—202—203> :|+

—201—2 2 -2 205 —2
M +n2—201 —202+ 93>+Sinh<771+772 01+205 93>+

2
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—0 —0 —0
+ csch (772 1> csch <T’222> csch (77223> sinh(n; —n3) -

2 —26 —20
[Smh - 772+773>+Sinh<m+77; 1>+Sinh(m+77; 2>+

2

<m+2nz+n3 201—293) . <m+2772+773—292—293)
—sinh +

—26 2 —2601—20
1 sinh 771+773 3> sinh(m+ N2 +13—201 2>_

— sinh
2
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