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Abstract. Este trabalho tem como objetivo apresentar uma avaliacdo de desem-
penho do Middleware GSN em execugdo em diferentes versoes do Raspberry Pi,
para o provisionamento de servicos em ambientes de IoT e Fog. Neste estudo,
diferentes cargas de trabalho foram aplicadas com base nas distribuicoes es-
tatisticas Uniforme e Poisson com a finalidade de mensurar o desempenho da
API RESTful presente no GSN. Os resultados mostraram que o Raspberry Pi 3
apresentou um desempenho superior em relacdo aos demais dispositivos.

1. Introducao

A tecnologia encontra-se em constante evolug@o, o que permitiu uma diminui¢do progres-
siva no preco de dispositivos embarcados e sensores, a0 mesmo tempo em que aumentam-
se as capacidades de processamento e armazenamento. Com a diminuicdo do custo destes
dispositivos, surgiu um novo conceito de conexdo de objetos em rede, conhecido como
Internet das Coisas (do inglés, Internet of Things (IoT)) [Koreshoff et al. 2013]. Neste
contexto, o objetivo da loT é permitir que individuos e objetos estejam conectados, em
algum horério e lugar, com qualquer coisa por meio de diferentes caminhos, redes ou
servicos. Atualmente, diversos Middlewares sao utilizadas no contexto de loT, como o
Global Sensor Networks (GSN)', OpenloT? e Xively*. Entretanto, as solucdes estdo em
desenvolvimento e apresentam desafios ainda nio superados, como a aquisi¢cdo redun-
dante de dados, heterogeneidade do ambiente, problemas de desempenho, seguranca e
qualidade dos dados adquiridos [Bhuyan et al. 2010]. Neste contexto, surgiu o conceito
de Computacdo em Névoa (do inglés, Fog Computing), que busca amenizar os problemas
enfrentados [ Vermesan et al. 2013].

Em um trabalho anterior foi realizada uma avaliagdo de desempenho da aborda-
gem Internet of Things Data as a Service Module (IloTDSM), onde avaliou-se multiplos
tipos de bancos de dados (PostgreSQL e MongoDB) e formatos de saida (JSON e XML)
[Barros et al. 2018]. Com base nos desafios apresentados, o objetivo deste trabalho ¢ ava-
liar o desempenho do Middleware GSN, sob o conceito de Computacdo em Névoa para
a provisao de servigos em IoT. Nesta avaliacdo, foi utilizado o Raspberry Pi (1, 2 e 3)
como dispositivos da névoa (fog nodes) para execugao do Middleware GSN. Em seguida,
aplicou-se uma metodologia para a avaliagdo de desempenho da API RESTful do GSN
com base na defini¢do de um teste de carga. O teste de carga foi gerado a partir das
distribuicOes estatisticas Uniforme e Poisson, com a finalidade de simular um comporta-
mento mais realista da taxa de chegada das requisi¢des.

2. Internet das Coisas & Computacio em Névoa

A comunicacdo entre objetos em [loT € realizada por meio de protocolos tradicio-
nais de redes de computadores, como o Protocolo de Controle de Transmissdo (TCP)
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e o Protocolo de Interconexdo (IP), utilizando conexdes de rede com ou sem fio
[Atzori et al. 2010]. Estas caracteristicas facilitam a integracdo da loT com diversas
aplicacOes pré-existentes, por exemplo, software baseados em Arquiteturas Orientadas
a Servico (SOA) e Computacdo em Nuvem. Atualmente, diversos dispositivos embar-
cados sao utilizados em loT, como, por exemplo, o Raspberry Pi*. Por se tratar de um
dispositivo embarcado, este tipo de aparelho apresenta configuragdes de hardware inferi-
ores quando comparado a computadores tradicionais. Desta forma este artigo apresenta
uma avaliacdo de desempenho do Middleware GSN para o provisionamento de recursos
em ambientes de Computacdo em Névoa, utilizando o Raspberry Pi como hardware de
execugdo do referido Middleware.

A Computacdo em Névoa € um paradigma que estende os servigos da Computacao
em Nuvem para a borda da rede e atua como uma camada intermedidria entre os data cen-
ters e os dispositivos da loT. Este novo conceito propde que parte da computacao seja feita
na periferia da rede, utilizando-se de uma plataforma altamente virtualizada que fornece
processamento, armazenamento € servigos para dispositivos tradicionais e servidores da
nuvem. Além disso, também sao caracteristicas fundamentais o suporte oferecido a mo-
bilidade, a quantidade massiva de nds, a ampla distribuicdo geografica de objetos, a he-
terogeneidade de dispositivos e interface, dentre outros, além de permitir interacdes em
tempo real e o uso predominante de tecnologias sem fio [Bonomi et al. 2012].

3. Avaliacao de Desempenho

Para a execug¢ao da avaliagao de desempenho, foi definido um ambiente experimental, des-
crito em sequéncia. Com base no referido ambiente experimental, foi executado o teste de
carga na API RESTful do Middleware GSN em execuc¢do no Raspberry Pi. Desenvolveu-
se também um bash script que facilitou a instalacdo do GSN°. Por fim, descreve-se, a
seguir, a metodologia de avaliacdo de desempenho utilizada e suas particularidades.

3.1. Planejamento de Experimento

A Tabela 1 apresenta os parametros utilizados para a execu¢@o do experimento. Observa-
se que foram submetidas variacoes de 10, 100 e 1.000 requisi¢des ao Raspberry Pi.
Definiu-se o planejamento de experimento como um fatorial completo, no qual sdo execu-
tadas todas as combinacdes entre fatores e niveis de um conjunto de experimentos. Além
disso, os experimentos foram realizados com base em duas distribui¢des estatisticas, a
Uniforme e Poisson com a finalidade de simular um cendrio mais realista da taxa de
chegada das requisi¢des. Utilizou-se entdo a ferramenta Apache JMeter® que forneceu
parametros padrdes para geracdo de carga de trabalho com base nas distribui¢cdes Uni-
forme e Poisson. Por fim, cada experimento foi repetido 30 vezes, possibilitando avaliar
a variacao do tempo de resposta observado.

Tabela 1. Parametros de Experimento.

Fator Nivel
Raspberry Pi 1,2e3
Numero de Usuarios 10, 100, 1.000
Distribuicao Estatistica  Uniforme e Poisson
Numero de Replicacoes 30

A Figura 1 ilustra a configuracio de experimento utilizada para execucdo do teste
de carga. Observa-se que as mdquinas clientes (geradores de carga de trabalho) e os

“https://www.raspberrypi.org/
3git clone http://redmine.lasdpc.icmc.usp.br/lasdpc/gsn-script.git
®https://jmeter.apache.org/



Raspberry Pi’s estao em redes Local Area Network (LAN) distintas. Cada Raspberry Pi
recebeu um /P e uma porta e, a partir desses enderecos, foram submetidas as requisi¢des.
A comunicagio entre as duas redes LAN foi realizado por meio de uma rede privada a fim
de avaliar os resultados em ambiente isolado.
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Figura 1. Setup Experimental.

4. Resultados e Consideracoes Finais

Os resultados obtidos por meio da avaliacdo de desempenho sdo apresentados a seguir.
Um ponto importante a ser ressaltado é que o Raspberry Pi 1 (single-core) foi des-
considerado nesta avaliagdo comparativa, devido a ocorréncia de falhas no atendimento
das requisi¢des (+3% das requisi¢des), o que tornaria injusta a sua comparagdo com o
Raspberry Pi 2 e 3 (quad-core). Verificou-se, portanto, que o Raspberry Pi 1 apresenta
configuracdes de hardware insuficientes para execucdo do GSN. A Figura 2 retrata o teste
realizado com um conjunto de 10 requisi¢des. Observa-se que os tempos de resposta sao
muito préximos, sendo que, em alguns casos, ocorre a intersec¢ao entre os valores ob-
tidos. Em todas situagdes, o desempenho do Raspberry Pi 3 foi visivelmente superior.
Os resultados apresentados nas Figuras 3 e 4 (100 e 1.000 requisi¢des) ilustram um com-
portamento linear, com tendéncia de afastamento das retas a medida em que o nimero
de requisicoes aumentam. Além disso, a distancia entre as retas € maior na distribui¢do
Uniforme. Este comportamento pode ser observado em todos os resultados apresentados.
Ao analisar os resultados obtidos com a aplicacdo das métricas de avaliacao de desem-
penho, verificou-se que o Raspberry Pi 3 obteve um melhor desempenho em relacdo aos
demais dispositivos avaliados. Portanto, os resultados obtidos evidenciam a possibilidade
de utilizacao do GSN neste tipo de dispositivo, permitindo o seu uso como um no6 de pro-
cessamento de Computacdo em Névoa (fog node). Entretanto, o tempo de resposta com
100 e 1.000 requisicdes foi significativamente alto o que torna necessario a utilizagio de
multiplos dispositivos em rede para diminuicao do tempo de resposta obtido.
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Figura 2. Carga de Trabalho com 10 Requisigoes.
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Figura 4. Carga de Trabalho com 1.000 Requisicoes.
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