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DISCUSSION WILEY

Discussion of “Birnbaum-Saunders distributions: A review
of models, analysis and applications”

1 | INTRODUCTION

We congratulate Balakrishnan and Kundu for this wide review on Birnbaum-Saunders (BS) models, which certainly will
be helpful for the researchers in the areas of reliability and survival analysis. We are also grateful to the editor for the
invitation to comment this interesting paper.

An important tool for assessing the suitability of some postulated model to a data set is the residual analysis, particularly
the normal probability plot that has been largely applied in regression models. Discussions on this subject in BS models
may be found, for instance, in the works by Leiva et al* and Paula et al.> However, the majority of the contributions of
residual analysis in BS models do not consider the multivariate case. Then, the aim of this comment is to present the
extension of the quantile residual® to the multivariate BS distribution under uncensored observations.

2 | UNIVARIATE CASE

The quantile residual was originally developed for the independent case and it is based on the cumulative distribu-
tion function (cdf) of the postulated error distribution and the standard normal distribution. To illustrate, suppose that
T; lEBS (a, p) whose cdf is denoted by Fr(t;; a, f), fori = 1, ... ,n. Then, from the work by Dunn and Smyth® and by

1/2 1/2
using the expression Fr(;; a, f) = ® [i { (%) - (f—i) }] , the quantile residual becomes given by

i

r, =@ {Frt;a,p)}

(&))"}

where ®(-) denotes the cdf of N(0,1), fori = 1, ... ,n. For large n and under the postulated model r,, follows a stan-
dard normal distribution. Therefore, the normal probability plot of r, may be helpful to assess the suitability of the BS
distribution to fit the data set.
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3 | BIVARIATE CASE

Let (Ty, T>) ~ BSy(a1, f1, az, B2, p)- The conditional probability density function of T, given T; = t;,is expressed as follows:

1
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* = _— - - 2
S, 11,21, (t2; @1, P, @z, P, p) Z@azﬂzm l( 5 > + < 0, > ] exp { 207 pz)["z 1] } ,

and the cdf of T,, given T; = t;, becomes

Vy — pv
P(T, < 6|Ty =h) = ‘D(z—pl>,

1/2 1/2
where v, = ai [(I—f) - <&> ] and p denotes the correlation between V7 and V5, for 2 = 1,2.
(4
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id ) .
Suppose now that (Tj;, Tip) ~ BSy(a1, p1, @z, B2, p), fori = 1, ... ,n. Then, according to the work by Dunn and Smith,?
we can define the conditional quantile residuals from the conditional distribution of T3;|T;; = t;; as follows:
rQiZ = (D_l {ﬁTileil(tiZ)}

_ Y —pha

)

where
1/2 A\ 1/2
1 (tif> / <ﬂf>
Vie = — ry e s
oy Py lie
and p denotes the estimated correlation, fori = 1, ... ,nand £ = 1, 2. The quantile residuals for the bivariate case are
formed by ry, =9 and ry,, fori = 1, ... ,n.

4 | MULTIVARIATE CASE

To extend the quantile residual to the multivariate case, we will assume that T; i BS,(a, p;I"), where @ = (ay, ..., ap)T,
B=, ....5)", Ty =(Tu, ..., Tjp)", and ["is the p x p correlation matrix, fori = 1, ... ,n.

The idea here, generalizing the bivariate case, is to express the cdf of T; as a product of conditional cdfs. Therefore,
denoting Fr,(t;, ..., tp) the cdf of T;, one has that

Fr,(ta, ....tp) = Fr 1, (tipltip—1)» tip—2)» -+ ti1) - Fryim, (2l ti)Fr, (t1),

fori = 1, ... ,n. Then, from Section 9 of the paper by Balakrishnan and Kundu, the quantile residuals for the p (p > 2)
responses of the ith experimental unit are given by

re, = @' {FT,.,,|Ti(f_1) (tieltie-ys -, til)}
~ -1/2 /. ~ ~ R
= ‘F(f—l)(f—l).f| <Vif —Tpe-1y F(f_l)(f_l)vi(f—1)>
and ry, = ¥;;, where |, _ 1) -1).r| denotes the determinant of the matrix

Cie—tye-1.e = De-ye-1) — Te-ney Do Tee-n)

with
1/2 1/2
C T a Be tie ’
Viie—1y = Wie-1)sVige—2)» ---»Vi1) "> Le(o —1) denotes the 1 X (£ — 1) correlation matrix among Vi and V; s 1y, and T's _ 1y2 - 1)
denotes the (£ — 1) X (¢ — 1) correlation matrix of Vy(,_1y, fori = 1, ... ,nand# = 2, ... , p. For large n and under the

postulated model, ry,, follows N(0, 1). Therefore, the normal probability plot of r;, may be helpful to assess the suitability
of the multivariate BS distribution to fit the data set.

Note that, in the bivariate case, one has I' = [/1) g] withTy; = 1,T, = I';; = p,andI'p; = 1. Then, I'1;, =
ﬁiZ_ﬁi}il
Vi

which agree with the expressions derived in the previous section.

I'i-T, ngl Iy =1-p2, g, = Vi, and rg, = where p denotes the correlation between V;; and Vi,, fori = 1, ... ,n,

5 | APPLICATIONS

In this section, we will derive the quantile residuals for the Examples 1, 2, and 5 presented in Section 13 of the paper
by Balakrishnan and Kundu. For each example, the normal probability plot will be constructed added by a simulated
confidence band.
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FIGURE1 Normal probability plots for the quantile residual with a simulated confidence band of 95% for the examples of fatigue data
(left), insurance data (right), and bivariate bone mineral data (bottom)

5.1 | Example1l

Figure 1 (left) presents the normal probability plot with a simulated confidence band for the quantile residuals derived
from the fit of the univariate BS distribution to the fatigue data. We may notice from this graph that the BS distribu-
tion seems to be suitable to fit the maximum stress per cycle 31.000 psi. However, one observation corresponding to the
response value #1 appears as a possible outlier.

5.2 | Example 2

Figure 1 (right) describes the normal probability plot with a simulated confidence band for the quantile residuals from
the fit of the univariate BS distribution to the insurance data. We may notice from this graph that all points fall within the
confidence band, unless one observation corresponding to the response value #1.
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5.3 | Example 5

Figure 1 (bottom) presents the normal probability plot with a simulated confidence band for the quantile residuals derived
from the fit of the bivariate BS distribution to the bivariate bone mineral data. We may notice from this graph that four
points fall outside the confidence band, corresponding to the response values #23, #30, #34, and #41. In addition, we also
notice a systematic tendency, which may be indication of some departure from the assumption of bivariate BS distribution
for the bivariate bone mineral data or even due to the small sample size, ie, 24 observations.

6 | CONCLUSION

In this comment, quantile residuals are derived for the multivariate BS distribution for uncensored data. Their calculation
is performed and illustrated by normal probability plots for three examples presented in the paper.
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